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DISCUSSION OF THE RATEMAKING PROCEDURE IN 
WORKMEN'S COMPENSATION INSURANCE 

A ~/~ETHOD OF TESTINO CLASSIFICATION RELATIVITIES 
BY 

STEFAN PETERS 
A. Introduction 

If in one of the natural sciences a scientist is to study a com- 
plex phenomenon which is determined by many elementary causes 
he usually approaches his problem in three different ways. He 
first studies the phenomenon in a purely empirical manner trying 
to describe his measurements by means of a mathematical formula 
or graph. He then tries to develop a theory regarding the action 
of the many small causes which in the aggregate produce the phe- 
nomenon under investigation, and finally he tests independently 
his hypothesis regarding the elementary causes. Thus, in thermo- 
dynamics the specific heats of gases, as determined by experiments, 
are first described as a function of the molecular composition of 
these gases, then a hypothesis is developed relative to the action 
of the individual molecules (e.g. the kinetic theory of gases) and 
finally the assumptions regarding the behavior of the individual 
molecules are tested by the physicist through independent 
experiments. 

The problems facing the research worker in natural sciences are 
not essentially different from those facing the actuary in casualty 
insurance when concerned with the task of making rates for a 
great number of different classifications. The method followed 
by the actuary, however, is not so complete as that followed by, 
say, the physicist. He describes the composite phenomenon, for 
instance, he determines the required rate level from experience; 
he develops a theory as to the individual causes producing the gen- 
eral phenomenon, that is, he estimates classification relativities, 
credibilities and law amendment factors on the basis of certain 
statistical assumptions ; but he usually fails to test his hypothesis 
independently as does the physicist. This paper is intended to 
complete the actuarial method by testing the various assumptions 
made in the computation of rates. The subject is restricted to the 
ratemaking procedure in workmen's compensation insurance, but 
it is believed that some of the methods proposed will be applicable 
--with due changes--to other casualty lines. 
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The present part of the paper, in particular, is concerned with 
a method of testing classification relativities. No attempt has 
been made to draw definite conclusions as to the accuracy and 
usefulness of the present procedure of selecting pure premiums. 
This may perhaps be done in a later part of this paper to be pub- 
lished in the future. The main purpose of this part of the paper 
is to develop a method of testing a given set of selected pure pre- 
miums as to its accuracy, or better, of comparing two different sets 
of selected pure premiums as to their relative accuracy. Since the 
approach to this problem is new, and this study, therefore, cannot 
benefit from past experience, the method proposed will doubtlessly 
contain many faults and be subject to improvement, suggestions 
for which, the author hopes, will be forthcoming in the discussion 
of this paper. 

B. The Present Method o] Determining 
Classification Relativities 

Under the present ratemaking program, classification relativi- 
ties are determined by the computation, for each state, of a set 
of selected pure premiums at the time of a proposed rate revision. 
For classifications with a large volume of exposure these pure 
premiums are simply equal to the indicated pure premiums ob- 
tained from the actual state experience incurred under these classi- 
fications during the last five policy years after the losses for 
different policy years have been brought to a common level. 
These pure premiums are determined separately for serious, non- 
serious and medical losses. For classifications with a small vol- 
ume of exposure for which the limited volume of experience does 
not permit reliance entirely upon the indications of the actual 
experience for a five year period, these indicated premiums are 
weighted against national pure premiums. Thus a set of formula 
pure premiums is obtained which generally is selected as the final 
pure premium for the classification. Occasionally, however, the 
formula pure premium is modified either by judgment or accord- 
ing to certain rules which it is not necessary to mention here. 
The weight accorded to the state indications of the classifications 
increases with incre.asing size of expected losses. 100% credi- 
bility is assigned to the state indications for serious pure pre- 
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miums where the expected losses are equal to or larger than 25 
times the average death and permanent total indemnity loss; for 
non-serious pure premiums the criterion for 100% credibility is 
expected losses of at least 300 times the average cost of a non- 
serious case; and for medical pure premiums the criterion for 
100% credibility is expected losses of at least 80% of the non- 
serious criterion for 100% credibility. Between 100% and 0% 
the credibility is considered a linear function of the expected 
losses but only credibility values of 100%, 75%, 50%, 25%, 15%, 
10% and 0% are used. 

The national pure premiums forming a part of the selected 
pure premiums for classifications with small exposure are derived 
from national pure premiums on a basic level. These are com- 
puted from countrywide experience for five policy years, brought 
to the common basic level by application of conversion factors 
which are determined separately for serious, non-serious and 
medical losses and for each policy year. In ratemaking, the 
national pure premiums on the basic level are brought back to 
the experience level of the state for which they are to be used by 
means of reversion factors which are calculated separately for 
serious, non-serious and medical pure premiums and for each in- 
dustry group. These reversion factors are determined in such a 
way that, separately by industry group and by parts, the aggregate 
expected losses derived from national pure premiums total to the 
same amount as that portion of the expected losses derived from 
indicated state pure premiums which they replace in the formula 
expected losses. 

The author does not intend to give a detailed critical analysis 
of the theory underlying this method of computing selected pure 
premiums. Some of the more important objections which have 
been raised against the method will briefly be mentioned. In 
many instances it is doubtful whether the experience incurred 
under the same classification in different states can properly 
be combined since the nature of the operations covered under 
the same classification frequently differs to a substantial degree. 
Another objection is caused by the difference in the nature of the 
conversion factors used in assembling the experience required for 
the computation of national pure premiums on the basic level and 
of the reversion factors used in reverting the national pure pre- 
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miums to any particular state level. This has the effect of dis- 
torting the pure premium for those classifications, the bulk of 
whose experience comes from one state only, if the industry group 
rate level differs substantially from the rate level for all industry 
groups combined. Another point raised is that the reversion fac- 
tor from the national to state level depends to a much higher 
degree on the experience of classifications with a small volume of 
exposure than on that of classifications with a large volume of 
exposure, as can be seen from the detailed formulas, and thus 
has been based on a relatively small loss volume which also is 
subject to large casual fluctuation. 

These and several other reasons make it appear probable that 
the present ratemaking procedure can be substantially improved 
and it is the purpose of this paper to furnish the tools which enable 
the actuary to decide whether any given set of pure premiums is 
better (or worse) than the set of selected pure premiums deter- 
mined by the present ratemaking procedure. 

C. Theory o] the Proposed Method of Analysis 

If a set of pure premiums is to be tested for its accuracy, the 
obvious approach is to compare the expected losses produced by 
these pure premiums with the actual losses for a sufficiently long 
period of time so that one may expect the actual losses to be only 
slightly influenced by chance fluctuations and to present a close 
estimate of the "true" expected losses. This course, unfor- 
tunately, is difficult to follow in testing the pure premiums for 
workmen's compensation insurance, firstly, because the experi- 
ence required for the classifications with small exposure would 
have to extend over a very long period of time and may even not 
be available, and secondly, because the combination of the ex- 
perience for widely separated policy years presents peculiar dif- 
ficulties due to changes in the benefit level and in the scope of 
classifications which would make it necessary to use certain as- 
sumptions in order to be able to combine the experience incurred 
in different periods. 

The large number of classifications, however, permits another 
approach to the problem. If we use only the experience of one 
policy year, but look at the errors due to the method of select- 
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ing pure premiums as fortuitous events which are independent for 
different classifications, we can consider some appropriate quan- 
tities which measure these errors as the elements of frequency 
distributions and base our test on the analysis of these frequency 
distributions. Details of the manner in which this is accom- 
plished are given later. Since the "true" pure premiums for seri- 
ous, non-serious and medical losses of the various classifications 
are not known, we cannot actually measure the error due to the 
method of selecting a given pure premium, but we can only meas- 
ure the deviation of the expected losses based on the selected pure 
premiums from the actual losses incurred during the policy year 
under consideration. Our frequency distribution of these devia- 
tions will, therefore, measure the composite effect of (1) the devia- 
tion of the expected losses based on the selected pure premiums 
from the "true" expected losses which is due to the method of 
selecting pure premiums and of (2) the deviation of the actual 
losses from the "true" expected losses which is entirely due to 
chance. 

The quantity which presents itself to mind at first considera- 
tion as the most convenient measure of the deviation of actual 
from expected losses is the ratio of actual to expected losses. 
This ratio is evidently a positive number which varies from zero 
to very large amounts and the frequency distribution of this ratio, 
whose mean must be in the neighborhood of unity, would, there- 
fore, necessarily be skewed. In order to obtain a symmetrical 
frequency distribution which would be easier to work with, the 
logarithm (with a base 10) of this ratio has been chosen as a 
measure of the deviation of actual from expected losses and the 
frequency distributions thus obtained are actually symmetrical 
for all practical purposes. 

The measure of the deviation of actual from expected losses 
which will be used in this study, is therefore 

actual losses 
(1) x - -  loglo expected losses 
This can also be written 
(2)  x = xa + x~ 
where 

actual losses 
(3) xa = log~o "true" expected losses 
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(4) x, - -  --loglo expected losses based on selected p.p.'s 
"true" expected losses 

As the "true" expected losses are not known, the resolution of x 
into its component parts x~ and x~ is only theoretical and cannot 
actually be achieved. Although our interest is concentrated exclu- 
sively on x,, we can only study the distribution of x --  xa q- x,. 

The unknown distributions of xa and x, are evidently indepen- 
dent of each other since the one depends on the chance fluctua- 
tions of actual losses and the other on the method of selecting 
pure premiums. The variance a "° of the quantity x --- x~ q- x, will 
therefore be equal to the sum of the variance cr~ of x~ and the 
variance ~ of x.. 

(5) ~2 = o~ + o~ 
The better the selected pure premiums fit the "true" pure pre- 
iums the smaller the variance cr~ will be. The variance ~ of x,, 
however, does not depend on the method of selection of pure pre- 
mimns. If we, therefore, compare the distributions of xl and xe 
for two different sets of selected pure premiums, the variances 
cr~ and ~ of xl and x2 will be composed of one common item 
~ corresponding to xa and an additional item crY.,1 or ~,2 
respectively corresponding to x., 1 and x.,.. : 
(6) ~,~= ~ + ~ I ,  ~ = ~  + ~.~ 

Since that variance a~., which corresponds to the pure premiums 
with the better fit will be smaller than the other, the same will be 
true for the corresponding ~ .  It is on this principle that our 
method of testing two sets of selected pure premiums against each 
other is based. The set producing the smaller variance will--if 
the reduction in the variance is large enough not to be attributable 
to chance---be the set which comes nearest to the ideal, yet not 
determinable, "true" pure premiums. 

I t  is possible for one or both of the sets of selected pure pre- 
miums to contain a systematic bias. This would show up in the 
mean of the frequency distribution of x, however, and an analysis 
of the means will, therefore, be made preceding the analysis of 
the variances. 

As the aim of this study is to test the accuracy of the selection 
of pure premiums for all classifications, irrespective of whether 
the effect of any deviation of the selected from the "true" pure 
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premiums relative to the total premium volume is large or small, 
the indications for classifications with a large volume of exposure 
were not assigned greater weight than those for classifications with 
a small volume of exposure. Since, however, that  part  of the 
deviation of actual losses from expected losses which is caused by 
the chance fluctuation of actual losses will obviously be dis- 
tributed with larger dispersion for classifications with small ex- 
posure than for classifications with a larger exposure, the fre- 
quency distributions of x have been determined separately for 
classifications whose state credibility under the present rate- 
making procedure is 50% or over and for classifications whose 
state credibility is less than 50%. 

D. The Computation o/the Logarithmic Deviations 

The test method outlined above has been applied to the selected 
pure premiums for the July 1, 1938 rate revision in New York 
through the use of the expected losses obtained by extending 
policy year 1938 statutory medical coverage payrolls at selected 
medical pure premiums and policy year 1938 total payrolls at 
selected serious indemnity and non-serious indemnity pure pre- 
miums. These expected losses were compared with the actual losses 
incurred during policy year 1938 in New York, as shown in the 
exhibits of classification experience which were prepared for the 
July 1, 1941 rate revision.* Vessel classifications, special New 
York classifications, "a" rated classifications which are rated ac- 
cording to the nature of the operations and chemical classifica- 
tions were excluded from the material used since they are subject 
to a special ratemaking procedure. 

The policy year 1938 actual losses were chosen for a compari- 
son with the expected losses derived from the selected pure pre- 
miums for the July 1, 1938 rate revision because it was believed 

* The actual losses were not taken from Schedule Z for 1938 but rather 
from these exhibits because in the latter losses are conveniently grouped by 
Serious, Non-Serious and l~fedieal. For classifications involving ex-medical 
coverage, the medical losses shown in the classification experience exhibits 
are increased to a statutory medical coverage basis, however. In order to 
eliminate the effect of this extrapolation, actual medical losses modified by 
the factors applied in preparing the classification experience were substituted 
for the medical losses shown in these exhibits. 
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that the experience incurred during this period should be ex- 
pected to accord best with the theoretical experience assumed in 
selecting these pure premiums. I t  may, however, be better for 
the sensitiveness of our test method to compare expected losses 
with the actual losses of a period comprising two or three policy 
years, because for a longer period the dispersion of the frequency 
distribution of x~ will be smaller and, hence, cr~ 2 will be reduced 
whereas x~ and ~2 will not be affected. The portion x~ of 
x - - x ~ - k  x, in which we are primarily interested will therefore 
have greater relative weight and this will enhance the sensitive- 
ness of our tests. In this study only one policy year of actual 
experience was used because otherwise only the selected pure pre- 
miums for a less recent rate revision could have been tested, and 
also because of the prohibitive volume of the calculations re- 
quired which is too great to be handled by a single person. 

Since only classification relativities are the subject of the pres- 
ent study all law amendment factors, projections factors and rate 
level change factors were eliminated by multiplying actual losses 
by adjustment factors which were determined separately for each 
industry group and each partial pure premium and designed to 
produce the same aggregate amount of actual and expected losses. 
These factors were obtained by adding serious, non-serious and 
medical expected and unadjusted actual losses separately for each 
industry group and dividing each total of expected losses by the 
corresponding total of actual losses. A rough check of these 
adjustment factors was made in the following manner : The actual 
policy year 1938 losses have been used to determine the level of 
the selected pure premiums used in the July 1, 1941 rate revision 
in New York. The rate level change factor which translates July 
1, 1988 rates to the level of the July 1, 1941 selected pure pre- 
miums is known and so are the factors which translate the July 
1, 1938 selected pure premiums to the July 1, 1938 rate level. 
For this reason theoretical factors could be computed which trans- 
late July 1, 1938 selected pure premiums by industry group to 
policy year 1938 actual losses and these factors agreed reason- 
ably closely with the factors obtained in the manner mentioned 
before. Throughout this study, the premiums for Federal classi- 
fications were split up into two independent parts, one reflecting 
New York coverage and the other reflecting coverage under the 
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United States Longshoremen's and Harbor Workers' Act, and 
separate adjustment factors were computed for both coverages. 

The quantity 

[- actual losses -1 (1') x = loglo [_exp--p'-~cT l ~ s  " adjustment factor _] 

was finally adopted as the measure of the deviation of actual 
from expected losses and was computed to two decimal places, 
separately for each partial pure premium and each classification. 
The information thus obtained was recorded on punch cards show- 
ing (1) the classification code, (2) the industry group code, 
(3) the absolute amount of x, (4) a code for the sign of x, (5) a 
code for the state credibility of the pure premium, and (6) a code 
showing whether x referred to serious, non-serious or medical pure 
premiums. 

Originally, it had been intended to combine the quantities x 
for serious, non-serious and medical pure premiums, but a test 
showed that there exists a strong correlation between the devia- 
tions for medical pure premiums and those for either serious or 
non-serious indemnity pure premiums of the same classification. 
This result is not surprising, since an abnormally low incidence 
of accidents involving serious (or non-serious) indemnity losses 
for any classification will have the corollary effect of reducing 
the medical losses caused by such accidents and, consequently, of 
depressing the total amount of medical losses. The basic assump- 
tion that every x constituted an independent fortuitous event 
would, hence, have been incorrect if the deviations for medical 
pure premiums had been combined with those for indemnity pure 
premiums. It was therefore decided to examine serious, non- 
serious and medical pure premiums separately. 

Another difficulty arises in connection with the deviations pro- 
duced by serious indemnity pure premiums. Since, so far as New 
York is concerned, a serious indemnity loss cannot be small but 
runs into a considerable amount of money, the ratio of actual to 
expected serious losses for those classifications which have a very 
low expected frequency of serious losses, will not be distributed 
continuously, but rather be either zero or a substantial positive 
quantity. In these cases, therefore, it is not quite accurate to 
assume that x has a continuous frequency distribution. A dif- 
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ficulty of a more mathematical nature is due to the fact that 
actual serious, non-serious or medical losses incurred under cer- 
tain classifications during 1938 were zero and consequently the 
logarithm of the ratio of these losses to expected losses was -- ~o. 
Means or a standard deviation of frequency distributions includ- 
ing non-vanishing frequencies at the point x - - -  00 cannot be 
computed. For many purposes, however, the values x - - -  ¢0 
can reasonably be excluded. Thus, in particular, where needed in 
this study, means and variances were computed from the distribu- 
tion of those values of x which were not equal to --  00. 

I t  may be of interest, although not strictly connected with the 
subject of this paper, to mention a device by which the burden- 
some numerical calculations involved in the computation of vari- 
ances for numerous different values of x have been simplified with 
the help of Hollerith tabulating machines of the kind that are 
generally used by insurance carriers. This is explained in the 
Appendix of this paper.~" 

E. Discussion o] the Frequency Distributions o] the Deviations o] 
Serious, Non-Serious and Medical Actual Losses from the 
Corresponding Expected Losses 

On charts I, II  and III  the frequency distributions of the variate 
x are shown in intervals of .05, for serious, non-serious and medi- 
cal pure premiums, separately for pure premiums with state 
credibilities of 50% and over (broken lines) and for pure pre- 
miums with state credibilities under 50% (solid lines). The 
rectangles shown on the left represent the area which is due to 
the occurrence of a certain number of values of x - - - - 0 0 .  The 
dotted line represents a normal distribution fitted to the curve 
for pure premiums with state credibilities of 50% or over, after 
the values of x - -  --oo have been excluded. 

The numerical characteristics of the frequency distribution 
shown in the three charts are exhibited in the following table. 
This table is discussed under point (e) below. 

t The author acknowledges gratefully the great help he has received from 
Mr. Daniel Kalish of the Compensation Insurance Rating Board who assisted 
him by preparing the punch cards and the numerous tabulations required by 
this study. 
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AN~J~YBm o r  Cm~RTS I, I I  Am) I H  

Dist r ibut ion 

(t) 

Char t  I---Serious Pure Premiums 
~ .P.'s with Credibilit ies ,50% & Over . . . . .  

P.P. 's  with Credibili t ies Under  50% . . . . . .  
(o) Normal  Dis t r ibut ion . . . . . . . . . . . . . . . . . . .  

Char t  I I~Noa -S e r ious  pure  Pre lmums 
~ .P.'s with Credibilit ies 50% & Over . . . . .  

P.P. 's  with Credibilities Under 50% . . . . . .  
(c) Normal Distribution ................... 

Char t  I I I - -Med ica l  Pure Premiums 
(a) P.P.'B with Credibilities 50% & Over . . . . .  

r P', wi h Uoder . . . . . .  

(o) Normal Distribution . . . . . . . . . . . . . . . . . . .  

Tota l  
No. of 
Values 
Used 

(2) 

139 
441 
133 

284 
295 
284 

2 ~  
282 
298 

N t t m ~ r o f  
VMues Ex- 
~ x m i v e d  

VMues 

(3) 

133 
215 
133 

284 
270 
284 

298 
271 
298 

Mean 

(4) 

--.02579 
~ .13074 

.00000 

-- .02972 
--.09367 

.0O~0 

--.01302 
-- .05469 

Dis t r ibut ion of z Excluding Vslues z -- -- 

Standard 
Devia t ion 

O" 

(5) 

.24435 

.39738 

.24435 

.20451 

.41030 

.20451 

.13770 

.27950 

.13770 

Standard 
Deviat ion 
of Mean 

(~) + V ~  

(5) 

.02119 

.02710 

.01214 

.02497 

.0O798 

.01698 

(7) 

-- 1.217 
+4 .824  

--2.448 
--3.751 

-- 1.632 
--3.221 

Probabi l i ty  
of Mean in 
Exce~  of 

± ( 4 )  

(8) 

.22 
< .01 

. 02  
< .01 

.10 
< .01 

Devia t ion  
of Mean 

from Zero 
Significant 

(9) 

no 
Yes 

Yes 
yes 

I10 
yes 

O1 
O1 

O 

~q 

b4 

O 

O 

t.=t 
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As said before, no definite conclusions can be drawn with re- 
gard to the accuracy of the present method of selecting pure pre- 
miums from an analysis of the information contained in charts 
I, II  and III  alone. The following general conclusions can, how- 
ever, be drawn from such an analysis : 

(a) After exclusion of the values x ~ --~o which constitute an 
important item only for serious losses and which occur 
much more frequently among pure premiums with low 
credibilities, the curves are fairly symmetrical. This means 
that a positive deviation in the amount of, say, c is about 
equally likely as a negative deviation in the amount of --c. 
Since the variate represents the logarithm of the ratio of 
actual to expected losses this additive symmetry of x corre- 
sponds to a multiplicative symmetry of the ratio of actual 
to expected losses. In other words, it is about equally 
likely that actual losses will amount to, say, 125% of 
expected losses as that actual losses will amount to 

1 
125% - -80% of actual losses. 

This circumstance is somewhat at variance with the 
general practice in casualty insurance of using arithmetic 
(weighted or unweighted) averages. 

(b) It is evident from a comparison of the actual frequency 
distribution for classifications with high credibilities with 
the corresponding normal distribution that the actual dis- 
tributions are much more peaked than the normal distri- 
butions and the deviation from the normal form is so large 
that it cannot be attributed to mere chance. Indeed, an 
Z 2 test confirms this fact which can be directly inferred 
from an inspection of the charts. No attempt was made to 
adjust the actual distributions by means of a mathematical 
formula representing a theoretical distribution which is 
more peaked than the normal distribution because most of 
the statistical criteria of significance have been developed 
only for normal or near normal distributions. 

(c) The actual distributions for classifications with low credi- 
bilities show much larger dispersion than those for classi- 
fications with high credibilities on each of the three charts. 
This fact is not surprising if one considers that the major 
portion of the variate x is due to the deviation of actual 
from "true" expected losses and that the classifications 
with low credibilities having much smaller exposure would 
naturally produce more widely fluctuating actual losses 
than classifications with large exposure which themselves 
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may be considered as composed of several units of small 
exposure. 

(d) A comparison of the frequency distributions of the devia- 
tions for serious, non-serious and medical pure premiums 
with high credibilities shows that the distribution for medi- 
cal pure premiums is much more closely concentrated about 
the mean than that for non-serious pure premiums, and the 
distribution for non-serious pure premiums is in turn much 
more concentrated about the mean than the distribution 
for serious pure premiums. This suggests that the credi- 
bility criteria which were used to segregate the pure pre- 
miums with high credibilities are not statistically equiva- 
lent measures of exposure for the serious, non-serious and 
medical pure premiums. It  appears that the credibility 
criteria for medical pure premiums are stricter than those 
for non-serious pure premiums and these are stricter than 
the criteria for serious pure premiums. It would be desir- 
able, if the split of pure premiums into serious, non-serious 
and medical portions is to be retained at all, to devise credi- 
bility criteria which are statistically equivalent in the 
sense that, for pure premiums with equal credibility, actual 
losses concentrate in the same degree about the expected 
losses irrespective of whether we deal with serious, non- 
serious or medical losses. 

(e) Since the table shown above is mainly self-explanatory, 
only an observation with respect to columns (7), (8) and 
(9) will be made. Although the distributions on charts I, 
II  and II I  do not follow exactly the pattern of a normal 
distribution, it can be assumed that the means of these 
distributions are normally distributed with sufficient ap- 
proximation as to permit the use of the integral of the 
normal distribution in estimating the probability that the 
deviations of the means from zero are as great as shown 
in column (4) of Table A. By doing this the probabilities 
in column (8) were obtained and, considering 2% as the 
level of significance, the conclusions in column (9) were 
formulated. It appears from this table that the deviation 
of the mean from zero is significant for all pure premiums 
with credibilities of less than 50% and also for non-serious 
pure premiums with credibilities of 50% and over. Since 
actual losses were modified by a common factor so as to 
produce an aggregate loss volume equal to that of the ex- 
pected losses, the significantly negative mean for non- 
serious and medical pure premiums with credibilities of 
less than 50% indicates that, on the average, actual losses 
for pure premiums with low credibilities run somewhat 
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lower than expected losses as compared with pure premiums 
with high credibilities. Pure premiums with low credibili- 
ties include a large portion of national pure premiums; 
this circumstance would therefore suggest that national 
pure premiums are somewhat too high, although the na- 
tional pure premiums, if weighted by the product of pay- 
rolls and national credibility, are on the correct level. The 
significance tests for serious pure premiums with credibility 
under 50% are not quite conclusive because of the large 
number of value x - -  - - ~  which were excluded from the 
computation of the means. 

F. Test o] the Relative Accuracy o] Formula Pure Premiums 
Based on National Pure Premiums and of Formula Pure 
Premiums Based on Underlying Pure Premiums 

In order to give an illustrative application of the method 
evolved in the foregoing pages, a test has been made to measure 
the relative accuracy of the selected pure premiums prepared for 
the July 1, 1938 rate revision which are essentially formula pure 
premiums computed by weighting the indicated state pure pre- 
miums against the corresponding national pure premiums and a 
corresponding set of formula pure premiums based on weighting 
the indicated state pure premiums against the underlying pure 
premiums brought to the same level. This test was made only 
to illustrate the test method outlined and not because the author 
believes the present method of determining formula pure pre- 
miums should be abandoned in favor of formula pure premiums 
incorporating underlying pure premiums instead of national pure 
premiums. Since such a plans has, however, been considered as 
a possible substitute for the present ratemaking procedure, the 
author believes that this test may also have some interest beyond 
that of a mere illustration. The test has been applied to all pure 
premiums with credibilities of less than 50%, since for pure pre- 
miums with higher credibilities the indicated state pure premium 
is the predominant part and, therefore, the substitution of under- 
lying pure premiums for national pure premiums would have only 
a slight effect. Pure premiums for classifications which have no 
state credibility at all for any of the three pure premium parts 

:t See ,4. G. Smith, Pure Premiums for Compensation Insurance, P.C.A.S. 
Vol. XXIV,  pp. 35ff. 
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were excluded because these classifications consist chiefly of non- 
reviewed classifications for which the underlying pure premiums 
are identical with the national pure premiums. The formula pure 
premiums obtained by weighting the state indication against the 
underlying pure premiums were used without any modification in 
order to simplify the rather burdensome numerical computations. 
If selected pure premiums based on underlying pure premiums 
should actually be applied, the method would certainly need some 
modification in order to avoid having the pure premiums for 
classifications with no, or a very low, state credibility perpetuated. 

The results of this test are shown on chart IV. The solid line 
represents the frequency distribution of xl based on national pure 
premiums and the broken line represents the frequency distribu- 
tion of x2 based on underlying pure premiums. The graphs for 
xl differ somewhat from the corresponding graphs for pure pre- 
miums with credibilities under 50% shown on charts I, II  and n I  
because of the exclusion of all pure premiums of classifications 
with no state credibility for any part of the pure premium. The 
numerical characteristics of the distributions described by the 
graphs shown on chart IV are summarized in the following 
Table B : 



T A B L E  B 

TEST OF SIONIFIOANOE OF TH~ :DIFFERENCE OF M z ~ s  ~ m  VARI~CES FOR ~ TWO S s v s  oF F o m ~ z ~  PuR~ Pm~Mrv~s 

(1) 

Serious P . p  . . . . . . . . . . . . . . . . . . . . . . . . .  
Non-Ser ions  P . P  . . . . . . . .  
Medical  P . P  . . . . . . . . . . . . . . . . . . . . . . . .  

P .P . ' s  
Examine~ 

204 
195 

T 
14.28 
13.96 
13.49 

+ . 1 1 6 6 6 7  [ + . 1 1 9 5 5 9  
--.047282 l - - . 0 4 6 2 0 5  
- - .011868 ( - - .006154 

~1 --x~ --N-- 

- -  .002892 
- -  .I)1)107"7" 
- - .005714 

Tro t  of SignifiCance ot Mogns  

I P robab i l i t y  
T~=,_Zs_.~ i r z ' - z ' -  ~ 1 _ _ ~ 2  ~ t h a t  

° ' °  ~ I x l - - x 2  

~ (9) ] (10) 

.0032,58 .003997 - -  .724 | .47 

.0O1214"0O1513 .0O2683"0O2786 --__2.215.387 |l .70.03 
I 

Difference 
of M e a n s  

Signif icant  
(2% Levd) 

(11) 

no  
no 
no  

(i) 

Serious P . p  . . . . . . . . . . . . . .  
Non-Ser ious  P . P  . . . . . . . . . .  
Medica l  P . P  . . . . . . . . . . . . .  

Tes t  of Significance of D i f f e r e n ~  of Var ianeca  

.85 

A =  

. 1 4 2 ~ 0 ,  . 1 4 , 3 0 o ,  . ~ , ~ 0  

.0o~.0,0,  .0o22~ I . ~ 1 9  

. ~ 1 ~  I .~149~ I . ~ 2 3 1  

~o ~=~ 

.683 
4.743 
3,651 

Lower  ] U p p e r  
L imi t  I L imi t  
for  s [ for  s 

1.310 ] 4.053 
1.031 J 1.534 
1.042 [ 1.325 

I 

AUllrnlng r 

log, (16) 1og~(17) 

(--iW-- (---i7ff-- 
3.857 19.989 

.417 5.975 

.555 3.792 

Probab i l i ty  
t h a t  s Exceed~ 

(1~)4-1 I ( l r ) ± 1 " '  

~ 1  ~--- ~ - < ,01 | < .01 
.08 | < .01 
,58 l < .Ot ! 

Difference 
Be tween  

0-1 a n d  0-2 
Signif icant  

(22) 

? 
? 

(i)  

8eriou~ P . P  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Non-Ser ious  P . P  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Medica l  P . P  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Te~t of Significanoe of Difference of Varlaneee 

L o w ~  
Limi t  
for s 

(23) 

1.017 
1.002 
1,0O3 

U p p e r  
| L imi t  

for  s 

I s .ao9  
I 1.534 

No Up ~er ~ t  for  r A ~ u m e d  

Iog.(22_). 
1 / V  m 

(25) 

.235 

.024 

.o42 

log, (24) 
1/V m 

(26) 

23.844 
5.975 
3.792 

Probab i l i ty  
t h a t  s Execeds  

(23) --.t.- 1 (24) ::t::: 1 

(27) (28) 

.81 < .01 

.98 < .01 

.97 < .01 

Difference 
Be tween  

(Yl and  0" 2 
Signif icant  

(29) 

? 
? 
? 

t O  
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Before explaining in detail the meaning of this table it is neces- 
sary to digress on the theory of tests of significance as applicable 
in this case. 

The first test consists in determining whether the difference b~- 
tween the means of the distributions of xl and those of x2 is 
significant. In reality, we are interested in the distribution of 
x., 1 which measures the deviation from the "true" expected losses 
of the expected losses based on selected pure premiums derived 
from national pure premiums and in the distribution of x.. 2 which 
measures the deviation from "true" expected losses of the ex- 
pected losses based on selected pure premiums derived from 
underlying pure premiums. Yet, since the "true" expected losses 
are unknown, ~., 1 and 3.. ~ cannot be computed. It was, however, 
shown in formula (2) that: 

(2') xl = x~ + x~, ~ x2 = x~ + x., 

and consequently 

(7) Xn.I--Xrt, 2"-- 'Xl--X2 and ~ , l - - ~ . 2 = ' x l - - x %  
where the bar indicates a mean. We can, therefore, test whether 
~ 1 -  ~2 is significant. For this purpose, the variance 

(8) ~o = ~ , - ~ =  ~r2 ZIlt I --Z?lt~ 

was determined and shown in column (7) of table B. If m is the 
number of values of (xl --x2), which is shown in column (2), the 
variance of the mean will be ~,_~2 = ~ / m  and the standard devia- 
tion ~o/#m. This latter is shown in column (8) of Table B. It  
is assumed that the mean (~1--~2) is distributed normally with 
sufficient approximation to permit the use of a table of the integral 
of the normal distribution in order to determine the probability 
that the mean of (x~ -- x2) exceeds the amount shown in column 
(6). This is done in columns (10) and (11) and it is found that 
none of the differences between means is significant. In other 
words neither of the distributions of x,, ~ and x~, 2 contains a 
systematical bias with respect to the other. 

Having thus satisfied ourselves that the two distributions have 
about the same mean we proceed with a study of the variances. 
In columns (12) and (13) of Table B are shown the variances ~ 
and a~ of xx and x2 and in column (14) the absolute amount of 
the difference A = ~ - ~ .  The latter is negative for serious 
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pure premiums and positive for non-serious and medical pure 
premiums. Since 

(6') f ~ = ~  + f~.,1 f ~ = f ~  + f'..~ 
this would indicate that 

o~2,. 1 < ~2 2 for serious pure premiums 

~ .  i>  °~ ~ for non-serious and medical pure premiums 
Or, in words, the formula pure premiums based on national pure 
premiums are more accurate for serious pure premiums and the 
formula pure premiums based on underlying pure premiums are 
more accurate for non-serious and medical pure premiums. Be- 
fore making such a statement, however, it is necessary to deter- 
mine, by means of a test of significance, whether these results are 
not perhaps merely due to chance. 

It  is shown in the theory of the "Analysis of Variances"§ that 

the expression 
(7 

l°ge 7 

for two samples with variances ,r and a' and consisting of m and m' 
elements respectively and whose means are not significantly differ- 
ent is about normally distributed with mean 0 and standard 

deviation ~ / ~ ( ~  +-~.), if the samples are supposed to be 
derived from a statistical population whose distribution is not too 
different from the normal distribution. If one wishes to deter- 
mine whether the two variances do not differ from each other 
significantly or, in other words, whether the two samples may be 
considered as derived from the same parent population, one calcu- 

f 
lates the probability that log~--~- exceeds the observed value (using 

a table of the integral of the normal frequency distribution). If 
this probability is larger than the adopted level of significance, 
usually .05 or .02, then the observed difference in the variances is 
considered not significant and merely due to chance. 

In our case we would have to consider the expression 

(9) loge fn.' x __ log s s, where s --  ~n.,___k 
fin., 9. On,  2 

§ See R. A. Fisher, Statistical Methods ~or Research Workers, 4th ed., 
Edinburgh and London 1932, pp. 206 ft. 
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which would be about normally distributed with a standard devi- 

ation of V '~-L- where m = m' is the number of pure premiums m 
used which is shown in column (2) of Table B. Unfortunately 
we do not know ~ ,  1 and ~,, 2 and must, therefore, estimate the 
expression log* s on the basis of the available data. We shall t ry  
to obtain a lower and an upper limit for log, s. If  then a test 
reveals that even the upper limit for log, s is not significant or 
that already the lower limit is significant, we can draw a definite 
conclusion regarding the significance of loges. In the present 
case the limits are, unfortunately,  so wide apart  that the lower 
limit is not significant and the upper limit is significant so that no 
final conclusion can be drawn. 

We start  by developing the general theory. From the actual 
experience we determine 

(10) ~ =  ~ X  (xl - - ~ 1 ) 2 = ~  + "~.i 
m 

1 
(11) ~ = m  x (X2 - - X 2 ) 2 " - -  0"2 "Jr- 0"2n. 2 

0 2 )  & = * i - d = ~ . ~ - * ~ . ~  

1 (13) o-o~= ~ x  [(x.,~-~.,~)-(x..2-~.,~)] 2 

= L X  (Xn, 1- -X . .  1) 2 -  ~ X  (Xn. 1- -X . .  1)(Xn, 2--'X,,. 2) 
m m 

1 X(x. 2"-'-x. 2) 2 
+ m  ' 

X (x,, ~-x-~. 1) (x, 2 - ~ ,  2) 
I f  r --- ' designates the corre la t ion  

fin, 1 " O'n, 2 

coefficient of x,. ~ and x,. 2 this can be written 

(14) ,,o 2 __ ~2.1 2 r ~., 1 ,,., 2 + ~,2 - -  a ,  2 

r is a number which can vary from --1  to + 1 ,  but usually some 
plausible assumption regarding r can be made. I f  we write 

0-2 
(15) t - -  o 

A 
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we can express s by means of the known quanti ty t and the esti- 
mated quant i ty  r in the following manner : 

(16) ~ _ _ ~ . 1 - - 2 r ~ r , , l ~ , 2 + a ~ . 2 _ _  s 2 - - 2 r s + l  
~ .  1 - -  d .  ~ - -  s 2 - -  1 

and, hence, 

r 1 
(17) s -= - -  t 1 +- - -  t - -  1 V'r2 + t 2 -  i 

Let us, for the sake of simplicity, asgign the subscript 1 to that 
distribution for which *~. 1 > *~. 2 then ZX and, consequently, 
t will be positive. Since s is essentially a real and positive num- 
ber, we derive from the above relation: 

(a) If  t < 1 

(18) r 2 > l - t  2 and hence r > + V / 1 - - t  ~ 

since, for r <0 ,  t would be > 1. 

(b) If t > 1 only the + sign before the square root provides a 
suitable solution as, otherwise s becomes negative. 

I f  the two sets of pure premiums are based on entirely different 
principles, we may assume that the correlation coefficient r of the 
deviations of the two sets of pure premiums from the " t rue"  pure 
premiums and is zero. In this case 

and consequently 

(19) t > l  s - - +  v / ~ - -  1 - -  + - i - - i  

and we will be able to apply the test of significance to the natural 
logarithm of this quantity.  

I t  cannot be said, however, that the two particular sets of 
formula pure premiums under investigation in this s tudy are 
based on entirely different principles, as both have a certain por- 
tion of indicated state pure premiums in common and also be- 
cause the underlying pure premiums are not entirely independent 
of the national pure premiums. We can, therefore, only assume 
that  the correlation coefficient r is non-negative and, probably, 
not too near to unity. Let  us, therefore, assume 



DISCUSSION O1~ THE RATEMAKING PROCEDURE 125 

(20) 
then it can easily be shown that, 

(a) if t < 1 

.85 1 V't ~ - . 2 7 7 5 _ < s _ <  
( 2 1 )  1 - -  t" 1 - -  t 

V ' I - -  t 2 ~< r < . 8 5  for t < 1 and 0 < r  < . 8 5  for t > 1 

.85 
1 - - t  

+ ~ Y/t e - -  .2775 

(b) if t > 1 

(22) t - -  1 ~- p/ t  2 - -  .2775 _< s ~ - -  1 

If  we do not assume the probable, but  somewhat arbitrary,  
upper limit of -I-.85 for r, the limits for s would be 

(a) if t < 1 
l q - t  y l < s < :  

~2 1 - -  t 
(23) 

(b) if t > I 

(24) ¢, _<s<  it+l 
¢2 t - -  1 

The lower and upper limits for s are shown in columns (16), 
(17), (23) and (24), separately for an assumed ceiling of .85 for r 

O'n, 1 and for an unlimited r. The probabilities that s = ~-GT~,~ exceeds 

these limits are shown in columns (20), (21) and (27), (28) 
respectively. I t  follows that,  generally, the lower limits are not 
significant and the upper limits are, so that, the actual value 

O'n, 1 of s - -  being somewhere in between, no definite conclusion 
O-n, 2 ' 

can be drawn. Only the difference in the variances for serious 
pure premiums is significant, under the assumption r < .85, even if 

~" ' '  does not surpass its lower limit. A definite answer can be Ornp 9. 

obtained only if we assume that the correlation coefficient r is 
near its ceil ing--an assumption which seems rather probable. In 
this case, we should have to conclude that formula pure premiums 
based on underlying pure premiums furnish a better  fit than those 
based on national pure premiums for non-serious and medical pure 
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premiums and a worse fit for serious pure premiums. The author 
has been at a loss to explain this difference in the behavior of the 
various types of pure premiums, unless the exclusion of a large 
number of values x - - -  oo and the previously discussed discon- 
tinuity of actual losses for small classifications has the effect of 
distorting the results for the serious pure premium group. 

The difficulties encountered in testing the significance of the 
relative accuracy of selected pure premiums determined by the 
present ratemaking procedure and of formula pure premiums 
based on underlying pure premiums are not likely to recur if 
present selected pure premiums are compared with a set of pure 
premiums which are not based on similar principles. The author 
hopes to develop such a set of pure premiums in a subsequent 
part of this paper. 

, A P P E N D I X  

A METHOD OF COMPUTING SUMS OF PRODUCTS WITH THE HELP OF 

I~ToN-MuLTIPLYING TABULATING MACHINES 

The method to be discussed is applicable wherever the total of 
the products of two different or identical sets of factors is to be 
computed, although a knowledge of the value of the individual 
products is not required. This type of problem occurs not only in 
statistics when variances or co-variances have to be determined, 
but also in casualty insurance wherever a set of payrolls has to 
be multiplied by a set of rates in order to determine the aggregate 
premium figure. 

Let the first set of factors be A~, A~, . . . ,  As, " " ,  and the 
corresponding second set of factors of the form 100 a l+10  b~-t-cl, 
• . . ,  100 ar]-10 b,+c,, . . .  where as, b,, c~, are each one of the digits 
0, 1, 2, 3, 4, 5, 6, 7, 8, 9. The sum E [A~x (100a,~10 b ~ c O ]  
can be written 100 E A, a r b l 0  E A~ b ,+Z  A~ c, and each of the 
three subsums can itself be split into ten minor totals, each of 
which has the same digit as a second factor and can, therefore, 
be written as a product of this digit with the corresponding total 
of the As. The use of tabulators is based on this resolution of 
the original total. 

Each pair of factors A~ and (100a, + 10b~ -[- c~) is punched on 
one punch card. These cards are sorted on the first digit as of the 
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second factor and subtotals of A, determined for each of the ten 
different digits a+ In the same manner the subtotals correspond- 
ing to the different digits b~ and c, are determined. The only 
computation necessary is the multiplication of the subtotals by 
the corresponding digits and that power of 10 which indicates the 
place of this digit and the totaling of all products thus obtained. 
The calculations are thus reduced to at the most twenty-seven 
multiplications with a one-digit factor (if the second factor has 
not more than three digits). This procedure saves a great deal of 
time where the number of products is very numerous. 
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