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Crowdsourcing Predictive Analytics: 
Using 60,000 Heads, without Losing Yours"
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Optimization What’s the best the can happen? 

Predictive Modeling What will happen next? 

Forecasting/extrapolation What if these trends continue? 

Statistical analysis Why is this happening? 

Alerts What actions are needed? 

Query/drill down What exactly is the problem? 

Ad hoc reports How many, how often, where? 

Standard reports What happened? 

Degree of Intelligence 
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Access and 
reporting 

Source: Competing on Analytics, Davenport/Harris, 2007 

A predictive science food chain!



The unfortunate hype of predictive science!

•  Big data!"
•  Every second 6.2 quintillion exabytes of data are being 

collected"
•  Need shared vocabulary, shared scientific protocols"
•  Need to leverage"

–  demographics"
–  catastrophe models"
–  predictive models"
–  economic capital models"
–  regulatory information"
–  cell phone logs"
–  satellite surveillance "
–  Etc"
–  Etc"
–  Etc"





What do we do with big data?!

•  Create committees, panels, consortiums, taxonomies"
•  Create acronyms for our committees, panels, 

consortiums, taxonomies"
•  Go to conferences to promote and learn about our 

acronym’d committees, panels, consortiums, taxonomies"
•  Promise to share, then hoard data and ideas until grant 

funding cycles make it safe"
•  And if time permits and the mood strikes?"

Actual work."



I’m ready to leave now. 



Agenda: 
Crowdsourcing 
What is Kaggle? 
Case Studies 
FAQs!



Using prizes to 
induce the public!

The uncanny efficiency of"

© National Maritime Museum, Greenwich, London, MoD Art Collection 



England (1714)!
The Royal Navy’s 
inability to measure 
longitude is causing 
them terrible losses in 
ships and cargo"



England (1714)!
British government offers 
£20,000 ($6 million today) 
for contributions to 
accurately measuring 
longitude"



England (1714)!
Isaac Newton, among 
other top minds, had 
not succeeded in 
solving the problem"



England (1714)!
John Harrison, a 
cabinetmaker from 
Yorkshire, develops a clock 
that maintains accuracy on 
the seas, claims £14,315"



“No matter who you are, most of the 
smartest people work for someone else.” 

! ! !- Bill Joy,  Sun Microsystems co-founder!



300!years!later…!



United States (2002)"
 
US is experiencing a technology boom, 
the internet is going well, Public 
broadcasting is popular and well 
funded, “Statistician” named hottest job 
of 2002, life is generally okay"



United States (2002)"
 
FOX announces $1M prize to 
find the next great solo recording   
artists based on viewer voting"



United States (2002)"
 
Causes irreparable damage to the 
U.S. GDP, reality television and 
“Next top” shows erode the 
intellectual capacity of Americans 
everywhere. Math is cool. But you 
know what’s really cool? Last 
night’s episode of Idol."



everything!is!going!to!be!okay!



Ansari X-Prize !
$10M prize for the first 
non-government 
organization to launch a 
reusable manned 
spacecraft into space 
twice within two weeks"



Ansari X-Prize !
Aeronautical experts from 
around the world 
collectively spend $100M 
and solve the challenge"
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Google Scholar Articles Mentioning “Crowdsourcing”!





© New Yorker, Peter Steiner 



© New Yorker, Peter Steiner 

“On the Internet, nobody knows you don’t have a PhD in statistics.”   



Which, let’s be honest, is a nice way of saying…"



Two crowdsourcing flavors!
Using the crowd to do large, unwieldy, 
and highly distributed problems  
(“many hands make light work”)"

Wikipedia"
Ornithology"
Open Source"
SETI"
iStockPhoto"
Mechanical Turk"

"
"
"

Using the crowd to solve singular, 
focused, difficult problems  
(“two heads are better than one”)"

Kaggle"
Innocentive"

DARPA 
IARPA"
NASA"

X-Prize Foundation"
"

Ivory-billed Woodpecker, James John Audubon 



Problems with many crowdsourcing initiatives!

1.  Recognition is rewarded subjectively"
–  Leads to a high barrier to entry"

2.  Recognition is rewarded after proof of work"
–  Leads to high sunk costs"

3.  Crowdsourcing is conflated with outsourcing"
–  Ignores the closing gap between professionals and amateurs"

4.  Failure to appropriately divide complex tasks"
"





•  Peer Review: On or about April 16, 2012, a peer review committee appointed by Sponsor will select the top ten Semi-
Finalists based on their opinions of the expected effectiveness at generating lift and novelty of design of each of the 
Entries… They will also attempt to ensure their selections reflect a diversity of approaches from among the Entries.”"

•  Semi-Final Stage: Model build jobs will be run for up to one (1) hour on an HDFS cluster of no less than twenty (20) 
machines.  In the live evaluation, the code will be run as described above, subject to a 50ms time limit for 
recommendations to be generated.  When results are returned, they will be displayed to shoppers who may then choose to 
interact with them.  On or about April 23, 2012, each of the Semi-Finalists will be given a randomly-chosen 1% of sessions 
on the Overstock.com website for a period of three (3) weeks.  If any Entry’s allocated traffic produces more than 1% 
more revenue per session than Sponsor’s existing algorithms, then up to the top three (3) Semi-Finalist Teams (as 
measured by revenue per session) that each produce more than 1% more revenue per session than Sponsor’s 
existing algorithms will proceed to the Final Stage.  If no Entry produces more than 1% more revenue per session 
than Sponsor’s existing algorithms, then there will be no Final Stage and no prize will be awarded.!

•  Final Stage: Each of the Finalists will be given randomly-chosen 5% of sessions on the Overstock.com website for an 
additional three (3) weeks.  The best performing Entry, as judged by increase in revenue per session over Sponsor’s existing 
algorithms, will be deemed the winner. If no Finalist produces more than 1% more revenue per session than Sponsor’s 
existing algorithms, then no prize will be awarded."



How we have attempted to solve these problems!

1.  Recognition is entirely objective"
2.  Prizes are established up front and dependent on 

relative rank, not absolute performance"
3.  We prioritize the professional interests of our users:"

–  Compensation"
–  Meritocratic access to job opportunities"
–  Education (“learning by doing”, “learning by necessity”)"
–  At-cost partnerships with research groups"



High-quality, high-resolution, digital photos had become ubiquitous, 
but stock agencies still treated them as a scarce resource.!

Disparity: “Many hands make light work”!



A mismatch exists between those with data and 
those with the skills to analyze it!

Disparity: “Two heads are better than one”!



We strive NOT to:!

•  Be an outsourcing company"
•  Be the next cloud-based, Hadoop-ready, unstructured-

data, scalable, NoSQL, enterprise, insight-leveraging, 
big-data, analytics platform"

•  Displace actuaries (or any domain experts)"
•  Be intimidated by domain biases, presuppositions, or  

challenges with bad reputations"
•  Be slow"



Predictive scientific 
problems!

Why competitions suit"



Theory 1: Diversity of Approaches!



This problem can only be 
solved by an 8th-order 

kernel projection onto an 
orthonormal space of 

homoscedastic 
eigentensors 

The boss is going to have 
my neck if I can’t get this 

Hadoop iPhone app ready 
in time for BigDataFest 

I’m making an Excel VBA script to 
access our Oracle database and 
find the mean of  the revenue 
column! 

Data science 
(noun): Statistics 
done wrong 

Theory 2: Diversity of People!



50,000+ registered data scientists!



Diverse Skills!



“… our interests are more diverse than our 
business cards would have one believe.” 

! ! ! !- Jeff Howe,  Crowdsourcing!



Theory 3: Competition Dynamics!



The leaderboard drives participation!

•  Objective, meritocratic"
–  Reduces the sunk cost 

dilemma"
•  Encourages leapfrogging"
•  Frames a range of 

acceptable performance"



Performance is relative – 100m Dash!

Sources: "The Complete Book of the Olympics" by David Wallechinsky and Jaime Loucky, International Olympic Committee; Amateur Athletic 
Association; Photographs: Chang W. Lee/The New York Times, Getty Images, International Olympic Committee  

http://www.nytimes.com/interactive/2012/08/05/sports/olympics/the-100-meter-dash-one-race-every-medalist-ever.html"



Theory 4: Good Will Hunting!



Crowdsourcing is not replacing domain knowledge!

Domain Expertise 
Domain Expertise Data 

Expertise 
Domain + 

Data 
Expertise 



But domain knowledge appears less important than we thought…!

•  Karim Lakhani – InnoCentive study"
–  166 posted problems, 26 research labs, 4 year timespan "
–  The more diverse the problem-solving population, the more 

likely the problem is to be solved"
–  No significant correlation between prize amount and a 

problem’s likelihood of being solved"
–  The further the problem was from a solver's expertise, the 

more likely he or she was to solve it"
•  On Kaggle:"

–  We observe less domain expertise, more “data literacy” skills 
dominating"



Running a market of competitions is not yet a science  
(but we’re trying to get there…)!
"
•  Problem too easy? (Iris data) Saturated 

leaderboard, decimal-place showdown"
•  Problem too hard? (Fermat’s Last Thm.) 

discouragement"
•  Too few problems? competitions 

hypercompetitive, beginners lose interest"
•  Too many problems? crowd is overwhelmed, 

participation spread thinly"
•  Data too large? people complain"
•  Data too small? people complain"



Improve the 
state of the art!

A diverse range of organizations 
have used Kaggle to"



Public Competitions!



Private Recruitment 

Competition Types!

Prospect Public 



796 entrants 
703 teams 
8,841 submissions 
over 91 days  
 
25.6% improvement over 
previous accuracy benchmark 







SAMPLE ESSAY PROMPT 
 
We all understand the benefits of 
laughter. For example, someone 
once said, “Laughter is the 
shortest distance between two 
people.”  
"
Many other people believe that 
laughter is an important part of 
any relationship. Tell a true story 
in which laughter was one 
element or part."



Recruiting competitions!

Want an interview at Facebook?  Facebook will review 
the top entries in the competition and offer you an 
interview if they like what they see.!
"

–  Within a hour of posting, competition page had 750 
simultaneous unique users"

–  422 individuals competed"
–  1 hired, several in consideration, many are moving through 

the interview process"



Give insight into the data!
Competition dynamics"



Return%! ProductID! Dept! Price! MFR!
1.94! 54323! Household! 54.95! USA!

0.023! 92356! Household! 9.95! USA!
0.8! 78023! Computer! 4.5! China!

0.01! 12340! Audio! 109.99! China!
0.41! 31240! Audio! 29.99! Taiwan!
0.97! 12351! Hardware! 54.95! Mexico!

0.0115! 90141! Hardware! 4.99! USA!
0.4! 81240! Hardware! 6.55! Taiwan!

0.03! 14896! Computer! 211.99! Korea!
0.205! 62132! Computer! 1100! USA!

1.6878! 54323! Audio! 34.99! USA!
0.0345! 92356! Audio! 7.99! USA!

0.64! 78023! Household! 229.9! Brazil!
0.72! 12340! Audio! 19.95! Mexico!
0.41! 31240! Computer! 6.99! Taiwan!
1.94! 54323! Hardware! 11.99! Taiwan!

0.023! 92356! Household! 2.05! USA!
0.08! 78023! Computer! 99.99! USA!
2.09! 12340! Computer! 129.99! China!
1.1! 31240! Audio! 18.99! China!

Anatomy of a public competition!



Return%! ProductID! Dept! Price! MFR!
1.94! 54323! Household! 54.95! USA!

0.023! 92356! Household! 9.95! USA!
0.8! 78023! Computer! 4.5! China!

0.01! 12340! Audio! 109.99! China!
0.41! 31240! Audio! 29.99! Taiwan!
0.97! 12351! Hardware! 54.95! Mexico!

0.0115! 90141! Hardware! 4.99! USA!
0.4! 81240! Hardware! 6.55! Taiwan!

0.03! 14896! Computer! 211.99! Korea!
0.205! 62132! Computer! 1100! USA!

1.6878! 54323! Audio! 34.99! USA!
0.0345! 92356! Audio! 7.99! USA!

0.64! 78023! Household! 229.9! Brazil!
0.72! 12340! Audio! 19.95! Mexico!
0.41! 31240! Computer! 6.99! Taiwan!
1.94! 54323! Hardware! 11.99! Taiwan!

0.023! 92356! Household! 2.05! USA!
0.08! 78023! Computer! 99.99! USA!
2.09! 12340! Computer! 129.99! China!
1.1! 31240! Audio! 18.99! China!

Training 

Test 

Anatomy of a public competition!

Solution 
“Ground Truth” 



Return%! ProductID! Dept! Price! MFR!
1.94! 54323! Household! 54.95! USA!

0.023! 92356! Household! 9.95! USA!
0.8! 78023! Computer! 4.5! China!

0.01! 12340! Audio! 109.99! China!
0.41! 31240! Audio! 29.99! Taiwan!
0.97! 12351! Hardware! 54.95! Mexico!

0.0115! 90141! Hardware! 4.99! USA!
0.4! 81240! Hardware! 6.55! Taiwan!

0.03! 14896! Computer! 211.99! Korea!
0.205! 62132! Computer! 1100! USA!

1.6878! 54323! Audio! 34.99! USA!
0.0345! 92356! Audio! 7.99! USA!

0.64! 78023! Household! 229.9! Brazil!
?! 12340! Audio! 19.95! Mexico!
?! 31240! Computer! 6.99! Taiwan!
?! 54323! Hardware! 11.99! Taiwan!
?! 92356! Household! 2.05! USA!
?! 78023! Computer! 99.99! USA!
?! 12340! Computer! 129.99! China!
?! 31240! Audio! 18.99! China!

Training 

Test 

Anatomy of a public competition!

Solution 
“Ground Truth” 



Return%! ProductID! Dept! Price! MFR!
1.94! 54323! Household! 54.95! USA!

0.023! 92356! Household! 9.95! USA!
0.8! 78023! Computer! 4.5! China!

0.01! 12340! Audio! 109.99! China!
0.41! 31240! Audio! 29.99! Taiwan!
0.97! 12351! Hardware! 54.95! Mexico!

0.0115! 90141! Hardware! 4.99! USA!
0.4! 81240! Hardware! 6.55! Taiwan!

0.03! 14896! Computer! 211.99! Korea!
0.205! 62132! Computer! 1100! USA!

1.6878! 54323! Audio! 34.99! USA!
0.0345! 92356! Audio! 7.99! USA!

0.64! 78023! Household! 229.9! Brazil!
0.03! 12340! Audio! 19.95! Mexico!

1.298! 31240! Computer! 6.99! Taiwan!
0.94! 54323! Hardware! 11.99! Taiwan!
0.04! 92356! Household! 2.05! USA!
0.36! 78023! Computer! 99.99! USA!
1.2 12340! Computer! 129.99! China!

0.02! 31240! Audio! 18.99! China!

Training 

Test 

Anatomy of a public competition!

Submission 



Return%! ProductID! Dept! Price! MFR!
1.94! 54323! Household! 54.95! USA!

0.023! 92356! Household! 9.95! USA!
0.8! 78023! Computer! 4.5! China!

0.01! 12340! Audio! 109.99! China!
0.41! 31240! Audio! 29.99! Taiwan!
0.97! 12351! Hardware! 54.95! Mexico!

0.0115! 90141! Hardware! 4.99! USA!
0.4! 81240! Hardware! 6.55! Taiwan!

0.03! 14896! Computer! 211.99! Korea!
0.205! 62132! Computer! 1100! USA!

1.6878! 54323! Audio! 34.99! USA!
0.0345! 92356! Audio! 7.99! USA!

0.64! 78023! Household! 229.9! Brazil!
0.03! 12340! Audio! 19.95! Mexico!

1.298! 31240! Computer! 6.99! Taiwan!
0.94! 54323! Hardware! 11.99! Taiwan!
0.04! 92356! Household! 2.05! USA!
0.36! 78023! Computer! 99.99! USA!
1.2 12340! Computer! 129.99! China!

0.02! 31240! Audio! 18.99! China!

Training 

Test 

Anatomy of a public competition!

Submission 

Public Leaderboard!
Private Leaderboard!



Dynamics help us infer:!

•  The orthogonality of approaches"
•  How much duplicated work is being done"
•  The extent of overfitting"
•  How close participants are to the predictive “frontier”"























Risks Involved?!
What are the"



Q: What if the data is 
proprietary?!



Private Competitions!



Who gets invited?!

A liquid market of 
competitors and 

competitions enables 
ranking of participants 
(Like chess, golf, etc.)"

"
We are refining our 

methodology to find our 
strongest members for 

private competitions"



Q: Is anonymized data 
anonymous in the hands of 
the seething masses?!





A: Privacy and utility trade off. 
Greater extremes of 
anonymization lead to less 
useful models.!



Q: Do competitions 
always lead to grotesquely 
complicated models? !





S.V.M"

k-NN"

Random Forests"

Adaboost"
Clustering"Logistic"

Regression"

The (Ensembling) Elephant in the room!

AUC = 0.9645"

AUC = 0.9632"



As the number and competitiveness of 
competitions increases, will non-specific ensemble 
approaches dominate the solution landscape?"



A: It’s perhaps the wrong 
question to ask.  The pieces are 
just as valuable as the whole. !



Q: Accuracy isn’t  everything. 
Isn’t this a rigged game?  !



•  neural networks"
•  logistic regression"
•  support vector machines"
•  decision trees"
•  ensemble methods"
•  adaBoost"
•  Bayesian networks"

•  feature extraction!
•  genetic algorithms"
•  random forests"
•  Monte Carlo methods"
•  Stochastic gradient boosting"
•  Kalman filters"
•  evolutionary fuzzy modeling"

Depth and breadth!



A: Accuracy is only the headline. 
The story is in the depth and 
breadth of approaches.!



Q: It’s great that the winning 
solution employed a 6000-
dimension nonlinear kernel. 
Just give us the answers.!



Kaggle Engine!



Our experience crowdsourcing predictive models!
Better Results!

–  Every competition we’ve hosted has beaten existing benchmarks!
–  Commercial benchmarks have been improved by an average of 40%!

Faster Timelines!
–  Results are typically achieved in weeks, often improving on benchmarks that reflect years 

of work"

Added Certainty!

–  Knowing what is possible with existing data is a rare luxury in scientific research!

Reduced Cost!
–  Significantly less expensive than traditional alternatives"



Photo by gidzy, www.flickr.com/photos/gidzy 

What can the world’s best 
data scientists find in your data? 
 
e-mail will.cukierski@kaggle.com 
phone +1 415 309 0069 
 


