
Linda Brobeck <lbrobeck@pinnacleactuaries.com>

Easy Tree-sy
An Overview of Decision Trees

CAS Annual Meeting

Anaheim, CA
November 2017

mailto:lbrobeck@pinnacleactuaries.com


1

• The Casualty Actuarial Society is committed to adhering strictly to 
the letter and spirit of the antitrust laws. Seminars conducted 
under the auspices of the CAS are designed solely to provide a 
forum for the expression of various points of view on topics 
described in the programs or agendas for such meetings. 

• Under no circumstances shall CAS seminars be used as a means for 
competing companies or firms to reach any understanding –
expressed or implied – that restricts competition or in any way 
impairs the ability of members to exercise independent business 
judgment regarding matters affecting competition. 

• It is the responsibility of all seminar participants to be aware of 
antitrust regulations, to prevent any written or verbal discussions 
that appear to violate these laws, and to adhere in every respect 
to the CAS antitrust compliance policy. 

Antitrust Statement
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LEARNING OBJECTIVES 

1. Explain the fundamentals of decision trees

2. Evaluate and decide when to apply decision trees to a 
analytic problem

3. Replicate the demonstrated analysis given materials provided 

AGENDA

• Decision Tree Basics via an Example

• Applications of Decision Trees

• Case Study using Free Software

• Customization

Introductions and Agenda
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An Example
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• Age

• Weight

• Gender

• Marital Status

• Zip Code

• Hair Color

• Shoe Size

Estimate the height of an adult,

given the following information:
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Gender = Female

n=50

Height = 5’ 4”

Age ≤ 22

n=17

Y=5’7”

Gender = Male

n=50

Height = 5’ 9”

SS ≥ 8

n=10

Y=5’8”

SS≤ 8

n=5

Y=5’5”

SS < 8

n=40

Y=5’3”

SS 9-12

n=23

Y=5’10”

SS > 12

n=5

Y=6’3”

Age > 22

n=33

Y = 5’ 10”

n = 100

Height = 5’ 8”

5’ 6” – 5’ 9”

< 5’ 6”

5’ 10” – 6’ 

> 6’ 

ROOT NODE

TREE SPLIT

TERMINAL 

NODE

• Age

• Weight

• Gender

• Marital Status

• Zip Code

• Hair Color

• Shoe Size
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Terminology
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Target Response, 
Predicted Outcome, 

Dependent Variable 
Y:  Height

Explanatory/Independent                
Variables, Predictors, Features 

Xi: Age, Gender, Marital Status
Zip Code, Hair Color, Shoe Size
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If the Target Variable is:

Categorical
 Classification Tree

Continuous
 Regression Tree
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Objectives/Theory
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Two Objectives:

Purity
Measure of variation

Parsimony
 Desire for simple
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The Process

 Splitting Procedure
The domain space of explanatory variables 
X1,…Xn is split into  two subsets where observed 
values in Xj belong to one of the subsets 
i.e. < s or >= s  OR s1=male   s2=female

 Improvement Value
The dimensions j and s above are chosen to 
minimize the error in the prediction among all 
such binary (two-leveled) trees. Process is 
iterated.
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Measures for Splitting Criteria

Measures IndependenceSignificance
• Numeric purity

• p-values of Chi-square variance reduction

Measures DisorderEntropy
• Categorical

• Measures pureness of the level

• Measures Gain in Intrinsic InformationGain Ratio

• Information Gain = Entropy (parent) – Weighted sum of Entropy (children)

• Penalizes large values/splits

Measures MisclassificationGini
• Max = 1 – (1 / # of classes)

• Minimum = 0 (all records belong to one class)
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Gini Coefficient
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Stopping Criterion

 No stopping criterion

 Minimum leaf (node) size

 Maximum number of levels or   
splits

 Let data determine the stopping 
criterion (see Appendix)
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Advantages
̶ Non-parametric

̶ Simple to understand / Easy to 
interpret

̶ Automatic variable and interaction 
selection

̶ Handles missing values and outliers
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Limitations
̶ Over-fit and Instability

̶ Some relationships difficult to find
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Train
70%

Validate
30%

Validating Results - Avoiding Over Fit

The validation dataset ensures a way to 
accurately measure your model’s performance.
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Train
40%

Validate
30%

Validating Results - Avoiding Over Fit

Large datasets can be split into 3 unique 
subsets.
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Gender = 

Female

Age ≤ 

22
(A)

Gender = 

Male

Shoe 

Size ≥ 8

(F)

Shoe 

Size ≤ 8

(B)

Shoe 

Size < 8

(E)

Shoe 

Size 9-12

(C)

Shoe 

Size > 12

(D)

Age > 22

EVERYONE
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Gender = 

Female

Age ≤ 22

Y=5’7”

Gender = 

Male

SS ≥ 8

Y=5’8”

SS≤ 8

Y=5’5”

SS < 8

Y=5’3”

SS 9-12

Y=5’10”

SS > 12

Y=6’3”

Age > 22

EVERYONE



If there is time…
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Ensembles

Combine many weak classifiers in order to 
strengthen the overall result

• Bagging (Bootstrap Aggregating)

• Boosting

• Stacked Generalization (Blending)
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Random Forests

Random 
Sample 9

Random 
Sample 12

Random 
Sample 11

Random 
Sample 10

Random 
Sample 1

Random 
Sample 4

Random 
Sample 3

Random 
Sample 2

Random 
Sample 5

Random 
Sample 8

Random 
Sample 7

Random 
Sample 6
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• Gradient Boosting

– Sequential based on residual of prior tree

• Multiplicative Boosted Trees

– Multiplicative residuals

– Multiplicative combining of trees

• AdaBoost
– Iteratively changes weights
of training observations 
based on errors of previous
prediction

Boosting



Appendix
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Stopping Criterion – Regression Trees
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Stopping Criterion – Regression Trees (cont.)
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