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Main conclusions based on our data set

1 Driving style is much more related to claims frequency than driving
habit.

2 The driving style in (0, 20]km/h is most related to claims frequencies
among the four speed buckets, and it also reflects the driving style at
other speeds.
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Driving style and habit

Telematics car driving data

Every second we receive the current speed and the acceleration in all
directions from the internal sensor installed in the cars.

We select the recorded speed and the recorded longitudinal
acceleration to form the v-a heatmaps.

We consider the telematics data of n = 973 cars during three months
of driving experience from 01/05/2016 to 31/07/2016.

An assumption is that a driver’s driving characteristics remain the
same during his/her policy period, since we apply the same telematics
covariates for all policies of a given driver.
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Driving style and habit v-a heatmaps

Partition of v-a rectangle
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Figure 1: The partition of R = (0, 80]× [−2, 2].

For each speed bucket m = 1, . . . , 4, we divide the v-axis (speed) into 4
intervals and the a-axis (acceleration) into 6 intervals, which results in 24
sub-rectangles (Rm,j)j=1:24 in each speed bucket m (see the numbers in
speed bucket 1 in Figure 1).
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Driving style and habit v-a heatmaps

Normalization in each speed bucket

For each driver i, we denote the amount of time spent in Rm,j by
ti,m,j .

Given a speed bucket m, for each driver i we calculate the relative
amount (normalized amount) of time spent in Rm,j as

zi,m,j =
ti,m,j
ti,m

≥ 0, (1)

where ti,m =
∑24

j=1 ti,m,j is the total amount of time spent in speed
bucket m by driver i.

Equation (1) induces an empirical discrete distribution
zi,m = (zi,m,1, . . . , zi,m,24)

′ on speed bucket m.

zi,m,m = 1, . . . , 4 can be illustrated by v-a heatmaps.
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Driving style and habit v-a heatmaps

v-a heatmaps of three drivers
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Figure 2: v-a heatmaps of drivers 155, 532and 536.
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Driving style and habit Driving style and habit

Driving style

The driving style of every car driver i is described by a J-vector
xi = (z′i,1, . . . ,z

′
i,4)
′ ∈ RJ containing the four discrete distributions

zi,m on the rectangle m = 1, . . . , 4.

Note that the dimension of xi is J = 24× 4 = 96.
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Driving style and habit Driving style and habit

Driving habit

Driving habit of driver i is defined to be the relative amount of time
spent in each speed bucket m:

hi,m =
ti,m
ti
, for m = 1, . . . , 4, (2)

where ti =
∑4

m=1 ti,m is the total amount of time spent in the entire
speed interval (0, 80]km/h by driver i.

Another driving habit covariate is the average driving hours in
(0, 80]km/h per week, defined as

ave hoursi =
ti × 7

3600× 92
,

which indicates the intensity of driving.
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Driving style and habit Driving style and habit

Driving habit v.s driving style

Suppose that a commuting driver i and an off-peak driver i′ had the
same driving style, we would have hi,1 > hi′,1, hi,4 < hi′,4, but
xi = xi′ .
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Driving style and habit Principal components analysis of v-a heatmaps

Design matrix of driving style

For each speed bucket m, we stack the vectors zi,m, i = 1, . . . , n, to
form the n× 24 design matrix Xm ∈ Rn×24.

For the four speed buckets altogether, we stack the vectors
xi, i = 1, . . . , n, to form the n× J design matrix X ∈ Rn×J .

Denote the normalized design matrices by (X0
m)m=1:4 and X0 (all

column means are set to zero and variances are normalized to one).

Denote the corresponding i-th row by (z0i,m)m=1:4 and x0
i .
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Driving style and habit Principal components analysis of v-a heatmaps

Singular value decomposition

Singular value decomposition of X0 is as follows:

X0 = UΛV ′,

where U is an n× J orthogonal matrix, V is a J × J orthogonal matrix
and Λ = diag(g1, . . . , gJ) is a J × J diagonal matrix with singular values.

The w-th column of the rotation matrix V is the w-th principal
component loading vector (or right-singular vector)
vw = (v1,w, . . . , vJ,w)

′, w = 1, . . . , J .

The w-th principal component of driver i is the projected value of x0
i

onto the direction vw

pi,w =

J∑
j=1

vj,wx
0
i,j .
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Driving style and habit Principal components analysis of v-a heatmaps

The first two loading vectors

We illustrate the proportion of explained variance in X0 by the
principal components in Figure 3 (left).

The first 20 principal components explain around 95% of the total
variance in X0. Therefore, we only consider the first 20 principal
components in claims frequency modeling.

In Figure 3 we show the first and second loading vectors v1,v2 in its
corresponding sub-rectangle.
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Driving style and habit Principal components analysis of v-a heatmaps

The first two loading vectors
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Figure 3: The proportion of explained variance by the principal components (left).
The first and second loading vectors v1 and v2 (middle and right).

The first principal component reflects the degree of concentration on
the zero acceleration rate.

The second principal component illustrates the frequency difference
between acceleration and braking.
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Driving style and habit Principal components analysis of v-a heatmaps

The principal components in each speed bucket

We apply the principal component analysis to the matrices
(X0

m)m=1:4, respectively.

We denote by pmi,w, w = 1, . . . , 24,m = 1, . . . , 4, the w-th principal
component of driver i in speed bucket m.

In Table 2, we calculate the coefficient of correlation among the first
two principal components pmi,1, p

m
i,2.
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Driving style and habit Principal components analysis of v-a heatmaps

The principal components in each speed bucket

Table 2: The coefficients of correlation among the first two principal components
pmi,1, p

m
i,2.

p1i,1 p2i,1 p3i,1 p4i,1 p1i,2 p2i,2 p3i,2 p4i,2
p1i,1 1.00 0.86 0.69 0.55 0 -1.2×10−2 1.1×10−2 3.0×10−2

p2i,1 0.86 1.00 0.87 0.70 -2.2×10−2 0 1.5×10−2 3.9×10−2

p3i,1 0.69 0.87 1.00 0.92 -8.3×10−2 -4.6×10−2 0 2.3×10−2

p4i,1 0.55 0.70 0.92 1.00 -1.3×10−1 -8.9×10−2 -2.4×10−2 0

p1i,2 ... ... ... ... 1.00 0.95 0.91 0.86

p2i,2 ... ... ... ... 0.95 1.00 0.96 0.89

p3i,2 ... ... ... ... 0.91 0.96 1.00 0.93

p4i,4 ... ... ... ... 0.86 0.89 0.93 1.00

It shows that the driving characteristics in different speed buckets are quite
similar in terms of the first two principal components.

18 / 37



Claims frequency modeling

Three aspects to be investigated

1 The predictive performance of driving habit covariates (hi,m)m=1:4
and ave hoursi;

2 The predictive performance of driving style covariates (pi,w)w=1:20;

3 The predictive performance of the covariates (pmi,w)w=1:7
in each

speed bucket m.
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Claims frequency modeling

Claims data

We consider the compolsory third party policies purchased by these
n = 973 cars (these policies have all the same coverage limit of CNY
122, 000).

We record the number of reported claims from 01/01/2014 to
29/06/2017. The total exposure is 2, 179.5 years-at-risk with the
empirical frequency of 0.24.
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Claims frequency modeling The marginal effects of risk factors on claims frequencies

Four classical risk factors

1 2 3 4 5 6 7 8 9 10 11 12 13 14

aggregated exposures across regions

regioni

ag
gr

eg
at

ed
 y

ea
rs

−
at

−
ris

k
0

50
0

10
00

15
00

●

●

●
●

●

●

●

●

●

●
●

●

● ●

−
2.

5
−

1.
5

−
0.

5
0.

0
0.

5
lo

g 
cl

ai
m

s 
fr

eq
ue

nc
y

male female

aggregated exposures across genders

genderi

ag
gr

eg
at

ed
 y

ea
rs

−
at

−
ris

k
0

50
0

10
00

15
00

●

●

−
2.

5
−

1.
5

−
0.

5
0.

0
0.

5
lo

g 
cl

ai
m

s 
fr

eq
ue

nc
y

20 25 30 35 40 45 50 55 60 65 75

aggregated exposures across driver's ages

driver_agei

ag
gr

eg
at

ed
 y

ea
rs

−
at

−
ris

k
0

10
0

20
0

30
0

40
0

50
0

60
0

●

●

●

●

●

●

●

●

●

●

●

−
2.

5
−

1.
5

−
0.

5
0.

0
0.

5
lo

g 
cl

ai
m

s 
fr

eq
ue

nc
y

0 1 2 3 4 5 6 7 8 9 10 11 12

aggregated exposures across car's ages

car_agei

ag
gr

eg
at

ed
 y

ea
rs

−
at

−
ris

k
0

10
0

20
0

30
0

40
0

50
0

60
0

●

●
●

●

●

●

●

●
●

●

●

●

●

−
2.

5
−

1.
5

−
0.

5
0.

0
0.

5
lo

g 
cl

ai
m

s 
fr

eq
ue

nc
y

Figure 4: Distribution of aggregated years-at-risk (left axis) and the corresponding
logarithm of the empirical claims frequencies (right axis) across the four classical
risk factors: regions, gender, driver’s age, and car’s age.
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Claims frequency modeling The marginal effects of risk factors on claims frequencies

Driving habit covariates and driving style covariates
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Figure 5: Distribution of aggregated years-at-risk and the corresponding logarithm of the
empirical claims frequencies across the driving habit covariates and the selected driving style
covariates.
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Claims frequency modeling GAM, Backward elimination,and Cross validation

General setting

We assume that the number of claims Yi of driver i follows a Poisson
distribution with an underlying expected claims frequency of λi per year:

Yi
ind.∼ Poisson(λiei) with

log λi =β0 + αui + β1vi + s(wi;β2, δ), (4)

ei ∈ [1, 3.5] years-at-risk is the total exposure of driver i.

The non-linear effect of wi is described by a penalized thin plate
regression spline s with regression parameters β2 and smoothing
parameter δ. By using the penalized thin plate regression splines, we
do not need to specify the knots (Section 4.1.5 of Wood [17]).
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Claims frequency modeling GAM, Backward elimination,and Cross validation

Backward elimination, cross validation

We always start with a full model containing all the considered
covariates.
Then we sequentially drop the single covariate with the highest
non-significant p-value from the model and refit the model until all
the covariates are significant.
We randomly partition the data of all cars N into 10 roughly
equally-sized disjoint parts, denoted by T1, . . . , T10.
We estimate the average Poisson deviance loss by 10-fold cross
validation as

D̂ =
1

10

10∑
l=1

D(Tl, θ̂−Tl), (5)

where D(Tl, θ̂−Tl) is the average Poisson deviance loss on the data Tl
using the estimated claims frequencies λi(θ̂−Tl)

D(Tl, θ̂−Tl) =
2

|Tl|
∑
i∈Tl

Yi

[
λi(θ̂−Tl)ei

Yi
− 1− log

(
λi(θ̂−Tl)ei

Yi

)]
.

(6)
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Claims frequency modeling Poisson GAMs for claims frequency

GAM with the classical risk factors

We start with the model

log λi = β0+αregioni
+γgenderi+s1(driver agei;β1, δ1)+s2(car agei;β2, δ2)

(7)

We apply the backward elimination to model (7) to remove driver’s
age and gender sequentially. The resulting model is

log λi = β0 + αregioni
+ s2(car agei;β2, δ2). (8)

We also fit an intercept model for comparison:

log λi = β0. (9)
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Claims frequency modeling Poisson GAMs for claims frequency

GAM with driving habit covariates

A starting point of backward elimination is to include linear terms of
(hi,m)m=1:4 and the smooth term of ave hoursi:

log λi =β0 + αregioni
+ γgenderi

+ s1(driver agei;β1, δ1) + s2(car agei;β2, δ2)

+ βh
1 hi,1 + βh

2 hi,2 + βh
3 hi,3 + f5(ave hoursi;β

h
5 , δ

h
5 ).

(10)

Note that we have removed hi,4 in the model because there is a
constraint of

∑4
m=1 hi,m = 1 and most cars spend the least time in

(60, 80]km/h.

The backward elimination leads to the following regression function:

log λi = β0 + αregioni
+ s2(car agei;β2, δ2) + βh

3 hi,3 + f5(ave hoursi;β
h
5 , δ

h
5 ). (11)
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Claims frequency modeling Poisson GAMs for claims frequency

GAM with driving habit and driving style covariates

If we start with smooth terms of driving habit and style covariates,
the backward elimination leads to the following model:

log λi =β0 + αregioni
+ βh2hi,2 + βh3hi,3 + βh5ave hoursi

+ βp1pi,1 + βp7pi,7 + βp15pi,15 + βp16pi,16

+ r8(pi,8;β
p
8, δ

p
8) + r10(pi,10;β

p
10, δ

p
10) + r12(pi,12;β

p
12, δ

p
12).
(12)

If we start with linear terms of driving habit and style covariates, the
backward elimination leads to the following model:

log λi =β0 + αregioni
+ βh3hi,3 + βh5ave hoursi

+ βp1pi,1 + βp3pi,3 + βp7pi,7 + βp10pi,10.
(13)

We calculate the weight for sub-rectangle j as
β̂p1vj,1 + β̂p3vj,3 + β̂p7vj,7 + β̂p10vj,10 for j = 1, . . . , J . We plot these
weights in the v-a rectangle according to their signs in Figure 7.
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Claims frequency modeling Poisson GAMs for claims frequency

GAM with driving habit and driving style covariates
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Figure 7: The weights on the v-a rectangle in model (13).

Most sub-rectangles in (0, 20]km/h are highlighted, indicating that
(0, 20]km/h is important in predicting claims frequency.

Hard brake and acceleration have the positive effect on claims
frequency, while smooth brake and acceleration have the negative
effect on claims frequency.
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Claims frequency modeling Poisson GAMs for claims frequency

GAM with driving style covariates in each speed bucket

For each speed bucket m, we either start with the model

log λi =β0 + αregioni
+ γgenderi

+ s1(driver agei;β1, δ1) + s2(car agei;β2, δ2)

+ f1(hi,1;β
h
1 , δ

h
1 ) + f2(hi,2;β

h
2 , δ

h
2 ) + f3(hi,3;β

h
3 , , δ

h
3 ) + f4(hi,4;β

h
4 , δ

h
4 )

+ f5(ave hoursi;β
h
5 , δ

h
5 )

+ rm1 (pmi,1;β
m
1 , δ

m
1 ) + . . .+ rm7 (pmi,7;β

m
7 , δ

m
7 ),

(14)

or start with the model with only driving style covariates

log λi = β0 + rm1 (pmi,1;β
m
1 , δ

m
1 ) + . . .+ rm7 (pmi,7;β

m
7 , δ

m
7 ), (15)
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Claims frequency modeling Poisson GAMs for claims frequency

GAM with driving style covariates in each speed bucket

The backward elimination leads to the following models:
1 The first speed bucket (0, 20]km/h.

log λi = β0+αregioni
+s2(car agei;β2, δ2)+β

h
3 hi,3+f5(ave hoursi;β

h
5 , δ

h
5 )+β

1
1p

1
i,1.

(16)
log λi = β0 + β1

1p
1
i,1. (17)

2 The second speed bucket (20, 40]km/h.

log λi =β0 + αregioni
+ s2(car agei;β2, δ2) + βh

3 hi,3 + f5(ave hoursi;β
h
5 , δ

h
5 )

+ β2
1p

2
i,1 + r27(p

2
i,7;β

2
7, δ

2
7).

(18)

log λi = β0 + β2
1p

2
i,1. (19)

3 The third speed bucket (40, 60]km/h.

log λi = β0+αregioni
+s2(car agei;β2, δ2)+β

h
3 hi,3+f5(ave hoursi;β

h
5 , δ

h
5 )+β

3
1p

3
i,1.

(20)
log λi = β0 + β3

1p
3
i,1 + β3

4p
3
i,4. (21)

4 The forth speed bucket (60, 80]km/h.

log λi = β0+αregioni
+s2(car agei;β2, δ2)+β

h
3 hi,3+f5(ave hoursi;β

h
5 , δ

h
5 )+β

4
1p

4
i,1.

(22)
log λi = β0 + β4

1p
4
i,1. (23)
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Claims frequency modeling Model comparison

The selected representative models

Table 4: The selected representative models.

model index covariates in the model equation
1 no covariates (9)
2 classical (8)
3 classical, driving habit (11)
4 classical, driving habit, driving style (in smooth terms) (12)
5 classical, driving habit, driving style (in linear terms) (13)
6 classical, driving habit, driving style of (0, 20]km/h (16)
7 classical, driving habit, driving style of (20, 40]km/h (18)
8 classical, driving habit, driving style of (40, 60]km/h (20)
9 classical, driving habit, driving style of (60, 80]km/h (22)

10 driving style of (0, 20]km/h (17)
11 driving style of (20, 40]km/h (19)
12 driving style of (40, 60]km/h (21)
13 driving style of (60, 80]km/h (23)
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Claims frequency modeling Model comparison

UBRE, AIC and average Poisson deviance loss

We plot the UBRE, the AIC and the average Poisson deviance loss with
90% interval for these selected models in Figure 8.
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Figure 8: The UBRE, the AIC and the average Poisson deviance loss with 90%
interval for the models in Table 4.
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Conclusions

Main:

Driving style is much more related to claims frequency than driving
habit.

The driving style in (0, 20]km/h is most related to claims frequencies
among the four speed buckets, and it also reflects the driving style at
other speeds.
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Thank you!

Q & A
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