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Tradi)onal	Methods	

•  Arrange	data	in	two-dimensional	arrays	

•  Use	pa@erns	observed	in	the	data	to	es)mate	
unpaid	losses	

	



Strengths	of	Tradi)onal	Methods	

•  Visual	
	
•  Intui)ve,	easy	to	learn	

•  Rela)vely	simple	to	set	up	and	apply	

•  Easy	to	interpret	



Weaknesses	of	Tradi)onal	Methods	

•  Tradi)onal	methods	are	determinis)c		
	
•  Methods	seem	“ad	hoc”,	lack	a	clear	
mathema)cal	basis	

	
•  Methods	do	not	respond	to	changing	infla)on	
projec)ons	



Joint	Probability	of	Two	Dice	

1	 2	 3	 4	 5	 6	
1	 1/36	 1/36	 1/36	 1/36	 1/36	 1/36	
2	 1/36	 1/36	 1/36	 1/36	 1/36	 1/36	
3	 1/36	 1/36	 1/36	 1/36	 1/36	 1/36	
4	 1/36	 1/36	 1/36	 1/36	 1/36	 1/36	
5	 1/36	 1/36	 1/36	 1/36	 1/36	 1/36	
6	 1/36	 1/36	 1/36	 1/36	 1/36	 1/36	



Sum	of	Two	Dice	

1	 2	 3	 4	 5	 6	
1	 2	 3	 4	 5	 6	 7	
2	 3	 4	 5	 6	 7	 8	
3	 4	 5	 6	 7	 8	 9	
4	 5	 6	 7	 8	 9	 10	
5	 6	 7	 8	 9	 10	 11	
6	 7	 8	 9	 10	 11	 12	



Sum	of	Two	Dice	
Prob(7)	=	∑	Prob(A)	Prob(7-A)		

1	 2	 3	 4	 5	 6	
1	 1/36	
2	 1/36	
3	 1/36	
4	 1/36	
5	 1/36	
6	 1/36	



Convolu)on	

Sta)s)cal	Meaning:		
The	sum	of	two	independent	random	variables	
	



Paid	Loss	Development	

1.  Ul)mate(AY)	=	CumPaid(AY)	x	LDF(age)	

2.  Unpaid	=	∑	Ul)mate(AY)	–	CumPaid(AY)	

Subs)tute	age	=	CY-AY	in	1,	then	combine	1	&	2:	

Unpaid(CY)		=	∑	CumPaid(AY)	(LDF(CY-AY)	-1)			



Tradi)onal	Methods	as	Convolu)ons	

•  Paid	Loss	Method:	 	 	 	 	 	 	
	Unpaid(CY)	=	∫	CumPaid(AY)	(LDF(CY-AY)	-1)	dAY	

		
•  Incurred	Loss	Method: 	 	 	 	 	 	
	IBNR(CY)			=			∫	CumInc(AY)(LDF(CY-AY)	-1)	dAY		

	
•  Bornheu@er-Ferguson: 	 	 	 	 	 	
	IBNR(CY)		=		∫	ExpLoss(AY)	(1-1/LDF(CY-AY)	)	dAY		



Ques)on	

How	does	it	make	sense	that	a	mul)plica)ve	
method	(LDF)	can	be	the	sum	of	two	
distribu)ons?	
	
If	we	consider	a	distribu)on	to	be	composed	of	
a	pa@ern	and	an	error	term,	the	pa@erns	are	
mul)plied	while	the	error	terms	add.		



Nota)on	

We	will	use	the	symbol	*	to	denote	convolu)on,	
	
i.e.	 	h	=	f	*	g	 	means	
	
	h(y) = f (x)g(x − y)dx

−∞

∞

∫



Convolu)on	of	Error	Terms	

The	linearity	of	convolu)on	says	that		
	
f(x)(1+εf)*g(y)(1+εg)	=	f(x)g(y)(1+(εf*εg))		
	

(1+εf)*(1+εg)	=	∫		1+εf+εg+εfεg		

but		∫	εfεg	=	0		



Ques)on	

What	is	the	error	term	for	the	LDF	method?	
	
Consider	the	emerged	loss	as	a	point	mass	
εemerged	=	δ(0)	
εemerged*εLDF	=	εLDF	
	

δ(0)	is	the	iden)ty	element	for	convolu)on	
	



Ques)on	

What	is	the	error	term	for	the	B-F	method?	
	
εELR	*	εIBNR%		
	
	

	



Observa)on	

	
As	convolu)ons,	tradi)onal	methods	are	
stochas)c	
	
We	can	compute	the	error	distribu)on	for	each	
method	

	



Weaknesses	of	Tradi)onal	Methods	

þTradi)onal	methods	are	determinis)c	
stochas)c	
	
☐Methods	seem	“ad	hoc”,	lack	a	clear	
mathema)cal	basis	
	
☐Methods	do	not	respond	to	changing	infla)on	
projec)ons	



Linearity	

•  Commuta)ve	
f	*	g	=	g	*	f	

•  Associa)ve	
f	*	(g	*	h)	=		(f	*	g)	*	h		

•  Distribu)ve	over	addi)on	
f	*	(αg	+	βh)	=		αf	*	g	+	βf	*	h		



More	Algebraic	Proper)es	

•  One-to-one	and	Onto	
– One-to-one	implies	uniqueness	of	solu)ons	
– Onto	implies	existence	of	solu)ons	

•  Inver)ble	
–  Iden)ty	is	the	δ	func)on	(point	mass)	



Modern	Algebra	

Algebra	

Field		
		
	
Ring	

Group	

3	opera)ons,	2	vector	spaces,	linear	
in	each	

All	of	the	proper)es	of	the	real	
numbers	
	
2	opera)ons,	linearity	
	
1	opera)on,	inverses	



Weaknesses	of	Tradi)onal	Methods	

þTradi)onal	methods	are	determinis)c	
stochas)c	
	
þTradi)onal	Methods	seem	“ad	hoc”	are	
convolu)on	equa)ons	
	
☐Methods	do	not	respond	to	changing	infla)on	
projec)ons	



Convolu)on	

Sta)s)cal	Meaning:		
The	sum	of	two	independent	random	variables	
	
Algebraic	Meaning:		
A	linear	transforma)on	to	or	from	diagonals	



Sum	of	Two	Dice	
Prob(7)	=	∑	Prob(A)	Prob(7-A)		

1	 2	 3	 4	 5	 6	
1	 1/36	
2	 1/36	
3	 1/36	
4	 1/36	
5	 1/36	
6	 1/36	



Convolu)on	from	CY	to	AY	



AY	Incremental	Par)al	Severi)es	



CY	Incremental	Par)al	Severi)es		



Averages	in	Two	Direc)ons	



Convolu)on	from	CY	to	AY	



Incremental	Loss	Model	

	
Incremental	Paid(AY,age)	=	X(AY)	Y(CY)	Z(age)	
	
	
	



Cumula)ve	AY	Losses	

	
	
Cum.	Paid(AY,t)	=	
	 		

	
		

	

X(AY )Y (CY )Z(age)dage
age=o

t

∫



Cumula)ve	AY	Losses	

	
	
Cum.	Paid(AY,t)	=	
	 		

	
		

Cum.	Paid(AY,t)	=	
	

X(AY )Y (CY )Z(age)dage
age=o

t

∫

X(AY )Y (CY )Z(CY − AY )dCY
CY=AY

AY+t

∫



Pull	X(AY)	Outside	the	Integral	

	
	
Cum.	Paid(AY,t)	= 	 	 	 	 	 	 		
	
		

	

X(AY ) Y (CY )Z(CY − AY )dCY
CY=AY

AY+t

∫



Ques)on	

How	do	we	interpret	an	exponen)al	func)on	
(infla)on)	as	a	distribu)on?	

The	distribu)on	that	we	are	working	with	is	the	
error	term	around	the	exponen)al	pa@ern	
	
In	Transform	Analysis	this	is	a	theorem:	
L(f(x))	=	F(e-αx	f(x))		
	



Conclusions	
	
Tradi)onal	methods	are	distribu)onal	if	we	view	
them	as	solving	convolu)on	equa)ons.	We	can	
derive	error	terms.		
	
The	AY	emergence	pa@ern	is	the	convolu)on	of	
an	infla)on	index	and	a	constant	cost	CY	
emergence	pa@ern.	
	



Extensions	

•  The	convolu)on	approach	works	with	incurred	
losses	as	well	as	paid.	No	log	transforms	were	
used.	

•  “Reserving	cycles”	reflect	the	image	under	
convolu)on	of	varia)ons	in	the	infla)on	rate.		


