
Antitrust Notice
The Casualty Actuarial Society is committed to adhering strictly 
to the letter and spirit of the antitrust laws.  Seminars conducted 
under the auspices of the CAS are designed solely to provide a 
forum for the expression of various points of view on topics 
described in the programs or agendas for such meetings.

Under no circumstances shall CAS seminars be used as a 
means for competing companies or firms to reach any 
understanding – expressed or implied – that restricts 
competition or in any way impairs the ability of members to 
exercise independent business judgment regarding matters 
affecting competition.

It is the responsibility of all seminar participants to be aware of 
antitrust regulations, to prevent any written or verbal 
discussions that appear to violate these laws, and to adhere in 
every respect to the CAS antitrust compliance policy.
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Ques/on 1

Which of the following is your preferred method of 
loss reserving?

1. Traditional methods (link ratio, BF etc.)

2. GLMs

3. Other methods



Other Methods

We seek new perspectives that can provide clarity where the 
traditional perspective does not.

This new perspective can help to confirm a “gut feeling” or 
debunk a common misconception.

Wherever possible, we look for methods that have been 
proven in other disciplines.



Discrete-Time Signal Processing 
(DSP)

DSP methods are used in the processing of signals in 
electronic communications as well as in the testing of 
electronic circuits.

The basic formulation of the problem has three 
components:
1. A linear system to be tested
2. An impulse is applied to the system
3. The response of the system is recorded



Convolution

In statistics convolutions describe sums of independent 
distributions.

In DSP convolutions describe the system response to an 
input signal.

In loss reserving convolutions describe calendar year 
amounts:

𝑙𝑜𝑠𝑠 𝐶𝑌 = '
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Log-Linear GLM Assumption
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Inflationary Trend-Cycle



Loss Reserving as a DSP Problem

Log-linear GLM assumptions satisfy the wave equation. 

Solution of the wave equation is an eigenvalue problem. 

The eigenvalues of the system are the Fourier coefficients 
of the solution. 



Ques/on 2

Is the BF method determinisXc or stochasXc?

a. DeterminisXc

b. StochasXc



Bornhuetter-Ferguson Method

The Incurred BF method is:

𝐼𝐵𝑁𝑅 𝐶𝑌 = '
()*+

,)

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 𝐴𝑌 %𝑈𝑛𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑(𝐶𝑌 − 𝐴𝑌)

The Paid BF method is:

𝑈𝑛𝑝𝑎𝑖𝑑 𝐶𝑌 = '
()*+

,)

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 𝐴𝑌 %𝑈𝑛𝑝𝑎𝑖𝑑(𝐶𝑌 − 𝐴𝑌)



Error Terms

AddiXve: 𝑓 𝑥 + 𝜀S

MulXplicaXve: 𝑓(𝑥)𝜀S

By ConvoluXon: 𝑓(𝑥) ∗ 𝜀S



Error Terms of BF Inputs

Assume that the error terms are convolved with 
functional patterns:

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 𝐴𝑌 = 𝐸𝐿(𝐴𝑌) ∗ 𝜀UV

%𝑈𝑛𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑 𝑎𝑔𝑒 = %𝑈(𝑎𝑔𝑒) ∗ 𝜀%W



Error Term of BF Output

𝐼𝐵𝑁𝑅(𝐶𝑌) = 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 𝐴𝑌 ∗ %𝑈𝑛𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑(𝐶𝑌 − 𝐴𝑌)

𝐼𝐵𝑁𝑅 𝐶𝑌 = 𝐸𝐿 𝐴𝑌 ∗ 𝜀UV ∗ [%𝑈(𝐶𝑌 − 𝐴𝑌) ∗ 𝜀%W]



Error Term of BF Output

𝐼𝐵𝑁𝑅 𝐶𝑌 = 𝐸𝐿 𝐴𝑌 ∗ %𝑈 𝐶𝑌 − 𝐴𝑌 ∗ [𝜀UV ∗ 𝜀%W]

The error term of the BF method is the convolution of the 
error term of the expected loss distribution and the 
unreported or unpaid loss distribution.



Question 3

True or false, link-raXos have no staXsXcal meaning.

a. True
CAS Working Party on QuanXfying Variability in Reserve 
EsXmates -The Analysis and EsXmaXon of Loss and ALAE 
Variability

b. False
Reserving as DSP



Repor/ng PaPern ↔
Development Factors

Traditionally, the BF method assumes a a reciprocal 
relationship between the reporting pattern and loss 
development factors:

%𝑅𝑒𝑝𝑜𝑟𝑡𝑒𝑑(𝑎𝑔𝑒) = 1/𝐿𝐷𝐹(𝑎𝑔𝑒)

The BF method is a convolution, so we should 
consider the possibility that moment generating 
functions give an alternate relationship.



Convolu/on Theorem

𝑀𝐺𝐹 𝑓 ∗ 𝑔 = 𝑀𝐺𝐹 𝑓 𝑀𝐺𝐹(𝑔)



Payment Patterns as Distributions 
on Intervals

Let P(t1,t2) denote the distribution of payments on 
the interval (t1,t2). 

If we assume the independence of payments on 
different intervals then they sum by convolution:

𝑃 0, 𝑡E = 𝑃 0, 𝑡a ∗ 𝑃(𝑡a, 𝑡E)



Apply the Convolution Theorem

𝑀𝐺𝐹[𝑃 0, 𝑡E ] = 𝑀𝐺𝐹 𝑃 0, 𝑡a 𝑀𝐺𝐹[𝑃 𝑡a, 𝑡E ]

Rearrange terms:

𝑀𝐺𝐹 𝑃 𝑡a, 𝑡E =
𝑀𝐺𝐹[𝑃 0, 𝑡E ]
𝑀𝐺𝐹[𝑃 0, 𝑡a ]



Interpreta/on of the MGF

Let P(t) denote a distributional payment stream.

𝑀𝐺𝐹[𝑃 𝑡 ] ='
b*+

c

𝑒db 𝑃 𝑡

𝑃𝑟𝑒𝑠𝑒𝑛𝑡 𝑉𝑎𝑙𝑢𝑒 𝑃 𝑡 , 𝑠 ='
b*+

c

𝑒Cdb 𝑃 𝑡



Constant Cost Payment Stream

We can correct the sign by revising our assumpXons. 
Let’s now assume that p(t) is a constant cost payment 
stream and let s denote the claim cost inflaXon rate:

𝑁𝑜𝑚𝑖𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑝 𝑡 , 𝑠 ='
b*+

c

𝑒db 𝑝 𝑡

𝑀𝐺𝐹[𝑝 𝑡 ] ='
b*+

c

𝑒db 𝑝 𝑡



Meaning of Link Ratios
(and of MGF)

𝐿𝑖𝑛𝑘 𝑅𝑎𝑡𝑖𝑜 𝑡a, 𝑡E , 𝑠 = 𝑀𝐺𝐹[𝑝 𝑡a, 𝑡E ]

Link ratio “distributions” are equivalent to the 
moment generating function of the constant cost 
payment pattern on the interval, where the “helper” 
variable s is the claim cost inflation rate.



Question 4

True or False:

𝑅𝑒𝑠𝑒𝑟𝑣𝑒 𝑅𝑖𝑠𝑘 = 𝐼𝑛𝑠𝑢𝑟𝑎𝑛𝑐𝑒 𝑅𝑖𝑠𝑘 + 𝑇𝑖𝑚𝑖𝑛𝑔 𝑅𝑖𝑠𝑘 + 𝐼𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 𝑅𝑖𝑠𝑘

a. True

b. False



Decomposi/on of Reserve Risk

One formulation of the GLM assumptions is that 
incremental payments are the product of three 
factors:

𝑃𝑎𝑖𝑑 𝐴𝑌, 𝑎𝑔𝑒 = 𝑓 𝐴𝑌 𝑔 𝑎𝑔𝑒 ℎ(𝐶𝑌)



Decomposi/on of Reserve Risk

Instead of taking logs, if we simply sum over the unpaid 
region we get two convoluXons:

𝑈𝑛𝑝𝑎𝑖𝑑(𝑆𝐷) = 𝑓(𝐴𝑌) ∗ 𝑔(𝑎𝑔𝑒) ∗ ℎ(𝐶𝑌)

𝑅𝑒𝑠𝑒𝑟𝑣𝑒 𝑅𝑖𝑠𝑘 = 𝐼𝑛𝑠𝑢𝑟𝑎𝑛𝑐𝑒 𝑅𝑖𝑠𝑘 + 𝑇𝑖𝑚𝑖𝑛𝑔 𝑅𝑖𝑠𝑘 + 𝐼𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 𝑅𝑖𝑠𝑘

Note: SD denotes Statement Date



Example of Decomposition 
Process

The example is based on nationwide WC paid data, 
calendar years 2004-2015.

It assumes a paid BF format. We will factor out the 
expected loss component using a difference 
equation.

The result will be an array that exhibits patterns in 
two directions.



WC Net Paid - US Totals



Expected Losses
(Prior Year Ul/mates)



Convolu/on Process

h(x+y) = Σ f(x) g(y)

1. MulXplicaXon
2. Sum
3. RotaXon



Inverse Process

To factor out one of the components of our loss 
model we invert the convolution process. We will 
perform three operations on a triangle:

1. Division
2. Difference
3. Rotation



Cumulative Payment Pattern
(Divide Out Expected Loss)



Incremental Payment PaPern
(Difference Cumula/ve PaPern)



CY Incremental Payment PaPern
(Rotate Incremental PaPern)



Incremental Payment Pattern



CY Cycle



CY Cycle



Conclusions

The BF method and its error term are convoluXons.

Link-raXos and the LDF method arise from 
transforming and rearranging convoluXons. 

Reserve risk can be viewed as the convoluXon of 
insurance risk, Xming risk and inflaXon risk 
components.



Partial Severities
(Divide by Ult. Claim Counts)



Incremental Partial Severities
(Difference)



CY Incremental Par/al Severi/es
(Rotate)



Severity Trend-Cycle



Cycle vs. Trend-Cycle
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