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Models for Loss Reserving

The problem is about matching data and model – making a productive relationship between them.
There is a purpose, and it is so that you can make a forecast about future data. An important side-
benefit is that a good model gives you insight into what’s driving your data.

Mmm, I like that 
model!

Wow, I like that 
data!

Models for Loss Reserving

So you want to match data and model in such a way that it empowers you to make a good guess, an educated 
guess about future outcomes. 
An actuarial prediction, or forecast, is a very different thing from an investor’s forecast. There’s very little room 
for inspired hunches. Do we talk about the risk appetite of an actuary? You are supposed to account for risks but 
not take them!

What we usually call models or methods I prefer to think of as structures for deriving models. Once you’ve 
entered all the parameters you have a model.   So, two different sets of parameters in the same structure 
are two different models. For example, when you use age-to-age ratios there are many different ways of 
choosing them



30/08/2019

3

Models for Loss Reserving

Each of these choices can be regarded as a different model, and if you think about them you’ll find that each of 
them embodies certain assumptions about the data (or about the modeler or their company). You might also 
have certain rules of thumb as to when to use one model rather than another – these considerations ought 
properly to be regarded as a part of your model. This is because we want to be able to compare models in terms 
of quality, or, if you’ll forgive the pun, ‘fit for purpose’.

In this example there are always the same number of parameters (for a given size and shape of data 
array) and that’s dictated by your structure, but it seems more natural that the number of required 
parameters should also depend on what’s in the data.

Models for Loss Reserving: Further Considerations

These are some of the things you need to think about, in terms of achieving a good model:

The smaller the number of parameters the better, although this is one consideration among others. In more 
sophisticated contexts you can use the AIC or BIC to grade various models.
Take away point: redundant parameters harm a model – they improve the fit but add uncertainty to the forecast.

In the table above we showed the age-to-age ratios, but we should also include a ‘to Ultimate’ ratio – that is 
really part of the forecast, but the parameters used in a forecast should be regarded as part of the model as well.  
How do you go about choosing a ‘to Ultimate ratio’?  Via smoothing, perhaps?

To get a grip on all relevant considerations it is useful to have a sandbox for model testing.
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A Sandbox for model QC: Real vs Simulated data

This just means that you have a rich set of sample data that you can use for testing models. 
These could be sets of real data where you know the long-term outcome. 
You know the data well and use it again and again. 
This has advantages over using simulated data, but also has certain drawbacks. 
What are the issues or real vs simulated data? 
Knowing the outcome with real data can leads to a bias in choice of model. We want to know what the 
best estimate of the outcome was at the time, and this might differ from what actually happened.
Generally it is good to have access to both kinds of data.

Simulation of data might sound tricky, but having a model for the data and being able to 
simulate data are almost identical, or should be. 

This is an important point and bears repeating.

Modeling and Simulating

Having a model for the data and being able to simulate data are almost identical.

What makes a good model? What makes a good simulation? 
Is the answer to these two questions the same? Not really. 
More like two ways of looking at the same thing.
A good simulation should be a “deep fake”.

Data Modelparameterization

Sim Data Modelsimulation
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The value of simulating data

Does anyone know of a good chain-ladder based data simulator?

The next few slides show a simple one that I created in Excel. This is an exercise I recommend, especially if 
you use this method a lot.

The value of simulating data

Here is a screen cap. The data is the black part of the array at the top. The red are the future values that I got 
for free as a result of my method.
Underneath is the age-to-age ratio triangle, which tells me how plausible looking my sims are.
Light blue are the chain-ladder ratios and the C-L ultimates. The orange or light-brown are the ‘best’ ratios.
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The value of simulating data

1. The aim is to simulate data that ‘looks like’ real data. 
2. Because a uniform process is used we produce consistent ‘future’ values at the same time. We can use these to 

test the forecast. 

3. A table of cumulatives doesn’t reveal much to the eye, so the idea was to produce a plausible 
looking age-to-age ratios table.

The value of simulating data

4. The CL method is deterministic so there is a need to ‘inject’ randomness into the simulation. There is no obvious 
consistent way to do this, so it’s a matter of choice. The underlying structure is therefore CL-skeleton with 
randomness added on.
In my example I put random fluctuations in the individual age-to-age ratios and added some normally distributed 
‘noise’ on top of that. I wanted a small minority of individual age-to-age ratios to be less than 1.
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The value of simulating data

5. Because I had the ‘true’ forecast values I also had access to ‘true’ or ‘look-ahead’ CL ratios, based on all the 
data instead of just the current data. 
The look-ahead ratios when graphed were smoother than the current ratios – which might make a case for ratio 
smoothing.

The value of simulating data
6. Naturally, part of the simulator was to run the CL method forecast with the two sets of ratios, and compare the 
ultimates with the ‘true’ values that were consistently simulated.

7. How did we do?  Typically with this set-up the CL forecasts differ significantly from the true result. And it’s 
clear why. Models are good in the early accident years but poor in the later ones. They under-estimate the 
volatility.
8. This gives you exactly the motivation behind Bornhuetter-Ferguson. But the problem it seeks to correct is 
not in the data, but in the model.
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Take-away point #1: Having a data model and being able to simulate data 

are almost identical

1. If your model is derived from (parameterized by) real data, then the datasets you simulated ought 
to ‘look-like’ the original data.

2. This is an important idea: if your model really captures the features in the original data then you 
should be able to run it backwards and produce datasets that are similar to the original data. This is 
a powerful way of testing the model.

3. It leads to an important question:  What does it mean to be similar to the data? 

4. In my example I wasn’t trying to simulate a particular dataset, but I judged the plausibility of the 
data by the plausibility of the age-to-age ratios. 

5. So one answer: Every result of transforming the data that arises in the course of modeling it should 
‘look like’ the same result for the real data.  (The transformations should make the ‘looks like’ easier to 
judge.) A good simulation should be a “deep fake”. 

6. Corollary: If it’s easy to tell that data simulated  from a model is not real data then it’s probably not 
a good model.

Take-away point #1: Having a data model and being able to simulate data 
are almost identical

7. A further point: My Excel CL-reversing simulator was poor because the randomness was introduced in a completely 
ad hoc manner. A better model is going to have some way of measuring the volatility inherent in the data and 
incorporating that, so that when you run the model backwards your simulations should come out with pretty much the 
same volatility.

Enter Mack and the Bootstrap!

But first a digression...



30/08/2019

9

Digression: Simulating Insurance

Before we go on, one reason that I recommend creating your own CL data simulator is that it’s fun. It very quickly 
becomes a game where you can play around with the formulas and parameters and see how good you can get at 
forecasting. It’s simple enough to do this easily. 

In general ‘game-ification’ is a bit of a buzzword these days. We’re reliably informed that people learn skills faster if it 
is turned into a game. How many of you learned to type in this way?

Someone might create a good game to learn loss-reserving, putting in all the pitfalls.

A while back I had the idea of creating a P&C Insurance simulator game. The idea was to turn it into an app that we 
could give away at conferences like this. People might enjoy playing it for a day or two and it would have our logo 
plastered over it.
It never got beyond a prototype in Python which I want to show you. It doesn’t have any logos on it, but if you think it 
might be fun to play come and see me at our booth and I’ll give you a copy of the Python script. (The Python language 
is free and the script is just an easy to understand text file.)

The P&C Insurance Game

Two players: You and your Competitor (= the computer)

When the game round starts you get a list of properties seeking insurance:

Each property want to be insured to a certain value and has a certain probability of a loss event in the insured 
period. The loss, if it happens, can be anything up to the insured value.
The game model includes randomized environmental factors affecting severity and event likelihood. These 
change with each round.



30/08/2019

10

The P&C Insurance Game

It generates a little picture of the properties. Size = value, 
color = event likelihood.

When you close the picture window you are prompted for 
your premium-setting strategy:

Strategy = how you set your premiums. Whether you or your 
competitor get the account is premium driven, but only 
probabilistically. 

So depending on the client you will be more or less competitive 
than the base rate which is designed for LR = 90%
S means discounting for high value accounts; R means 
discounting for high risk ones.
OS2R-1 means you prefer low risk and strongly prefer high 
value accounts.
C+S-R means you look at what your competitor is charging and 
whatever it is you try do outdo him for high value low risk. 

The P&C Insurance Game

OS0R-2 was chosen in response to the picture. In this case the competitor chose a similar strategy, but discounted 
more on large accounts. Split was about equal, but we raised a bit more premium. The ELR for each policy indicates 
discounting. Here the Competitor did more of that.
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The P&C Insurance Game

The competitor’s properties have been blacked out.
We only got two of the 5 low risk properties, and 
we got the big high risk one. 
Not as good a position as we’d hoped for.

Salesmanship counts for something, but at least we 
didn’t discount as much as the competitor.

The P&C Insurance Game

The size of the orange dot shows the severity.

All of our properties were event free!

Bonus to the sales team!!
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The P&C Insurance Game

The P&C Insurance Game
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Back to the main thread: The value of simulating data

One moral we can draw from all of that is when you simulate you need to choose your random inputs carefully, both as to 
distribution and where in the structure you inject them. The original Excel CL model failed on both counts: the random bits 
were chosen ad hoc from easy distributions, they were used to make the individual ratios table look good, but with no 
further insight into the structure.
The Bootstrap Method (which is ultimately nothing more than a way to run the Chain-Ladder backwards*) attempts to solve 
both of these problems in a single stroke. 
1. We’ll extract the random inputs from the deviations between model and data (i.e. the ‘residuals’)
2. We’ll inject them in exactly the same places as we took them from.
3. Randomness will come from randomly shuffling them.

There are numerous technical problems that have to be solved to make this work, of which I’ll only mention the first:
If you are going to shuffle the residuals they need to all be on the same basis – differences between big/small numbers are 
typically big/small – they need to be scaled before you can swap them.
The natural way to do this is via a regression, where part of the process is to compute the standard deviation of the residuals;
this ought to be the natural scaling factor.
So, we’ll follow Thomas Mack and express each step of the C-L as a regression.

*When applied to the Mack model. Other bootstraps invert other models.

The Chain-Ladder as a set of regressions

Here is what a single step in the C-L looks like as 
a regression.  (Real data.)
The red line is the C-L ratio, and its gradient has 
been selected so as to minimize the sum of the 
squares of the distances from the blue dots, but 
with a weighting so that the same deviation 
counts more lower down the line than higher.

It looks pretty good, doesn’t it?

Actually there’s an optimistic bias here, since 
Cumul2 = Cumul1 + Incr2

The true regression underneath what you see 
here is of Incr2 on Cumul1:
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The Chain-Ladder as a set of regressions

The residuals from this regression, the 
differences between observed and predicted, 
suitably reweighted and standardized will 
provide us with a completely interchangeable 
set of random-like values expressive of the 
inherent volatility in the data.

To simulate a dataset we can sprinkle these 
residuals randomly over our data array, 
unweighting and un-standardizing according to 
the cell they fall into, and then add them onto 
the regression value (red line) that belongs with 
that cell.

Incidentally, these regressions form a powerful 
fake data detector.  If I apply them to data 
produced by my Excel C-L simulator, I get…

Chain-Ladder regressions as fake data detector

Here are three successive age-to-age regressions from the data generated by my primitive C-L reverser.
The correlations are insanely high, such as are never seen in real data! They completely expose my 
fabrication.

(Note that Bootstrap generally abbreviates as ‘BS’.)
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The Chain-Ladder as a set of regressions

Now that we have a full set of standardized residuals we can do three things:
(1) Plot them in different views, and this will give us a sort of x-ray of how well the model fits the data.
(2) Create as many Bootstrap pseudo-data sets as we want and use them to draw out distributional measures for our C-
L model.
And 
(3) Combine (1) and (2) by comparing the X-rays of the real data with those of the pseudo-data to again assess the 
quality of the model.

I’ll finish by quickly going through each of these in turn. 

Evaluating the fit of model to data

(1) Plot them in different views. 
Here are five different ways of looking at the residuals:

Left clockwise:
1. By development year
2. By accident year
3. By Size of underlying value
4. By Calendar year
Above:
1.  Normality plot – quantile vs. 
Normal quantile.
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Evaluating the fit of model to data: the view from development

Along the development axis the residuals ought to 
appear nicely balanced. This is the age-to-age 
direction; each residual comes out of its 
respective regression and the weighting and 
standardization mean that the shade bars ought 
to be close to horizontal.

Weighting = adjusting the Std. Deviation by size of 
the predictor
Standardizing = adjusting the residual by the Std. 
Deviation.

This shows only that Mack was done correctly.

Evaluating the fit of model to data: the view from accident

Along the accident axis we can see some structure 
that was not captured by the model. 
The early year residuals lean positive, the later 
ones lean strongly negative.
Does this matter?
Yes, it does.
It means our forecasts come in too low in the 
early years and too high in the later years, and the 
division is sharp at 2000~2001.
It’s something you have to look into. You might 
need to split the data, or remove early years from 
your calculations.
(This data is CAL.)
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Evaluating the fit of model to data: the view from size

Arrayed according to the size of the fitted value 
the division between positive and negative 
residuals appears again. The big numbers have 
negative residuals while the small ones have 
positive ones. This suggests a systematic bias in 
our model derived values and that the forecast is 
likely to come in on the high side.
The conclusion is not certain, but again we see 
that there is structure in the data that is not 
removed by the model.

Evaluating the fit of model to data: the view from calendar

In the calendar direction this unaccounted for 
structure appears as something like a constant 
trend. The further in time we go the more out of 
kilter the fitted values are. 
Calendar trends (aka inflation) are not picked up 
by this kind of model. They can have severe 
effects on the forecast. If you know they are there 
you might be able to develop strategies to 
compensate – but first you need to know they are 
there. 

In this case the downward trend means the model likely 
overestimates future losses. The next slide shows a 
more dangerous example.
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Evaluating the fit of model to data: a synoptic view

This is WC data.
In this case there was a radical 
change in trend at about 1984.
We go from overfitting the earlier 
years to seriously underfitting the 
later ones. 
Trusting this model without further 
adjustment would lead to drastic 
under-reserving and eventual 
insolvency.
(Which I believe is what 
happened.)

Evaluating the fit of model to data: the view from Normal

The fifth ‘x-ray’ picture is the Normality plot, 
which for this example looks good. There are 
reasons why we want the weighted and 
standardized residuals to be Normal.
In fact this speaks to Mack’s original motivation in 
developing the regression formulation of the C-L.
Of all the ways that could have been used to 
come up with an average age-to-age ratio, the C-L 
formula is best if these residuals are Normal. It is 
a hidden assumption in the method.
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Create as many Bootstrap pseudo-data sets as we want and use 
them to draw out distributional measures for your C-L model

As they say about sausages: There is no problem as long as we don’t go into the details of how it is done. 

Depending on your software you press a few buttons to 
set it up.

And voilà!

Bootstrap distribution

The entire distribution is available. However, if you 
look closely you can see that the Bootstrap sample 
mean is about 13% bigger than the ELRF = Mack = 
C-L mean, and the sample S.D. is about 13% bigger 
than the Mack S.D.
If you like the C-L mean value better you can shift 
the distribution over to equalize the means.
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Combine Bootstrap and model-fit by comparing the residual ‘X-rays’ 
of the real data with those of the pseudo-data to assess the quality 

of the model

Bootstrap simulated pseudo-datasets are computationally very cheap. We just used 20,000 of them to 
derive a loss distribution. For each such dataset we computed its C-L forecast and threw it away.
Now we’ll use the Bootstrap to make just three pseudo-datasets, but we’ll hang on to them in full detail. It’s 
not the forecasts we want to look at but the residual plots from applying Mack.

Bootstrap for model fit

Here they the calendar direction residual plots. Can you see the odd one out?
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Bootstrap for model fit

If you went for the upper left you were right. The downward trend in the residuals in the calendar direction 
disappears in the Bootstrapped samples. Which is just what you’d expect when you think about it.
In one way you could think of it as smoothing out the idiosyncrasies in the data.
But if you regard the residual plots as valuable diagnostic tools…
… you might better call it, “shredding the evidence.”
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