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Linear Model (LM)
Linear Model makes several key assumptions:

• Linear relationship between X and E(Y) = μ = X * β
• Multivariate normality
• No or little multicollinearity
• No auto-correlation
• Error terms have similar variances

E(Y) = μ = X * β



Generalized Linear Model (GLM)
Generalized Linear Model is the general case of linear regression. It 
allows Y to have error distribution model other than normal distribution.

Key Assumptions:
• Linear relationship between X and g(E(Y)) = g( μ ) = X * β 
Depending on the distribution, we have a link function g()
• No or little multicollinearity
• No auto-correlation
• Error terms have similar variances

g( E(Y) ) = g( μ ) = X * β



Distributions in Exponential Family
Y can follow normal distribution, Bernoulli distribution, binomial 
distribution, Poisson distribution, negative binomial distribution, gamma 
distribution, Tweedie distribution, exponential distribution, etc.

For example,
1. Y is count (e.g. claim count): Poisson distribution
2. Y is binary (e.g., loss or no loss): Bernoulli distribution

g( E(Y) ) = g( μ ) = X * β



Link Functions
X * β ∈ ( -∞,∞ )
• Wrong: E(Y) = μ = X * β
g() is required when the range of E(Y) differs from the range of X * β

• Correct: g( E(Y) ) = g( μ ) = X * β
The domain of g() is matched to the range of E(Y).
The range of g() is matched to the range of X * β

For example,
1. Y is count (e.g. claim count): Poisson distribution
E(Y) = μ ∈ ( 0,∞ )
g() can be log function: g( μ ) = ln( μ ) = X * β
g( μ ) ∈ ( -∞,∞ )



Link Functions

2.   Y is binary (e.g., loss or no loss): Bernoulli distribution
E(Y) = μ ∈ ( 0,1 )
g() can be logit function: g( μ ) = ln( μ / ( 1-μ ) ) = X * β
or
g() can be Inverse CDF: g( μ ) = Inverse of Normal CDF( μ ) = X * β
or
g() can be Complementary log-log function: g( μ ) = log( -log( 1-μ ) ) = X 
* β
g( μ ) ∈ ( -∞,∞ )

g( E(Y) ) = g( μ ) = X * β



R Function in stats package
“R function glm() is used to fit generalized linear models, specified by 
giving a symbolic description of the linear predictor and a description of 
the error distribution.”

Inputs: glm(formula, family, data, …)
Outputs: coefficients, p values, residuals, fitted values, summary, …

g( E(Y) ) = g( μ ) = X * β



Simulated Data
This data set is simulated. It records the numbers of personal auto 
claims incurred in 2015, the numbers of insured autos, the 
policyholders’ ages, and their family sizes by policy level.



Summary and Graphs
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Choose distribution and link function
1. Y is count (e.g. claim count): Poisson distribution

log: g( μ ) = log( μ ) = X * β
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Alternative distribution and link function

2.   Y is binary (e.g., loss or no loss): Bernoulli distribution
logit: g( μ ) = ln( μ / ( 1-μ )) = X * β



2.    Y is binary (e.g., loss or no loss): Bernoulli distribution
logit: g( μ ) = ln( μ / ( 1-μ )) = X * β



Model Selection
AIC = 2 * k - 2 * ln(L)
k = the number of parameter
L = the maximized value of the likelihood function of the model M, 
p(x|M, Beta)



Model Selection
BIC = k * ln(n) - 2 * ln(L)
k = the number of parameter
L = the maximized value of the likelihood function of the model M, 
p(x|M, Beta)
n = the number of observations



Reference

https://en.wikipedia.org/wiki/Generalized_linear_model#Link_function
https://stat.ethz.ch/R-manual/R-devel/library/stats/html/glm.html

https://en.wikipedia.org/wiki/Generalized_linear_model#Link_function
https://stat.ethz.ch/R-manual/R-devel/library/stats/html/glm.html
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