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Data science

“… It is unclear how to 

distinguish among hackers, 

statisticians, subject matter 

experts, their overlaps and where 

data science fits …”

-- Drew Conway

http://drewconway.com/zia/2013/3/26/the-data-science-venn-diagram

http://drewconway.com/zia/2013/3/26/the-data-science-venn-diagram


Data science’s “last mile problem”

MODEL

Algorithms can point us in the right direction, but are not a complete solution.
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MODEL

Algorithms can point us in the right direction, but are not a complete solution.

They must be followed by the right judgments, decisions, or behavior change.





Smart algorithms are unlikely to engender smart outcomes
unless they are designed to promote smart adoption

on the part of human end users.
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Effective AI needs human-centered design



The problem with the designs of most engineers is 
that they are too logical.

We have to accept human behavior the way it is, 
not the way we would wish it to be.

— Don Norman, The Design of Everyday Things

The AI revolution needs a design revolution



Human-centricity:  understanding the user

AI and other data products will yield better outcomes if they are 

designed to go with the grain of human psychology.

Data science teams must think like designers … 

… not just “engineers”.



The drive to automation



What about underwriting more complex risks?



Actuarial vs clinical prediction – the motion picture

Human judges are not merely worse than optimal 
regression equations; 

they are worse than almost any regression 
equation.

— Richard Nisbett and Lee Ross



“The mind is a machine for jumping to conclusions”

Daniel Kahneman:  there are two types of mental operations.
• System 1:  automatic, effortless, associatively coherent.

• System 2:  controlled, effortful, logically coherent.

Most of our mental operations are “System 1” in nature.

And “System 1” has a lot of trouble with statistics.



There’s something about Linda

Think about this person:

Linda is 31 years old, single, outspoken, and very bright. She majored in philosophy. 
As a student, she was deeply concerned with issues of discrimination and social 
justice, and also participated in anti-nuclear demonstrations.

bias



There’s something about Linda

Think about this person:

Linda is 31 years old, single, outspoken, and very bright. She majored in philosophy. 
As a student, she was deeply concerned with issues of discrimination and social 
justice, and also participated in anti-nuclear demonstrations.

Which is more likely?

a) Linda is a bank teller

b) Linda is a bank teller active in the feminist 
movement

bias



• Law of small numbers: we overgeneralize from personal experience

• “What you see is all there is” [WYSIATI]:  we assume the evidence before our eyes is all that’s relevant

• Base rate neglect:  we tend to ignore base rates (Bayesian priors) in favor of case-specific information

• Representativeness heuristic (“Linda”): when asked about a probability we instead consider how similar 
the case is to other cases.

• Confirmation bias:  we selectively process information that confirms our “gut feel” / first impression

• Availability heuristic: our estimates of probabilities are affected by how easily an example comes to mind

• The halo effect: we form an overall impression based on specific factors we like or dislike

• The affect heuristic: we selectively process information about a risk depending on whether we basically 
“like” or “dislike” it.  “The emotional tail wags the rational dog”

• The Dunning-Kruger effect: “Ignorance frequently begets more confidence than knowledge”

A sample of cognitive biases bias



Maybe it’s time we break for lunch

http://economix.blogs.nytimes.com/2011/04/14/time-and-judgment/

noise

http://economix.blogs.nytimes.com/2011/04/14/time-and-judgment/


AI = Augmented Intelligence

Copyright © 2017 Deloitte Development LLC. All rights reserved.



Marvin [Minsky] was advocating what’s called “commonsense 
reasoning”.

Machines have shown essentially no examples of doing that.

Therefore, they are complements to people. People are 
actually not so bad at that.

However, they are somewhat lousy at tuning things and 
keeping exact accounts of stuff. Machines are good at that.

That gives the idea that there could be a human-machine 
partnership… 

— Sandy Pentland, Deloitte Review 2017

AI = Augmented Intelligence

Copyright © 2017 Deloitte Development LLC. All rights reserved.



The prequel to “Jeopardy”… 



Human-computer collective intelligence



Human-computer collective intelligence

Their skill at manipulating and “coaching” their computers to look very deeply into positions 
effectively counteracted the superior chess understanding of their grandmaster opponents and 
the greater computational power of other participants.

Weak human + machine + better process was superior to a strong computer alone and, more 
remarkably, superior to a strong human + machine + inferior process.

— Garry Kasparov



Human-computer collective intelligence

Their skill at manipulating and “coaching” their computers to look very deeply into positions 
effectively counteracted the superior chess understanding of their grandmaster opponents and 
the greater computational power of other participants.

Weak human + machine + better process was superior to a strong computer alone and, more 
remarkably, superior to a strong human + machine + inferior process.

— Garry Kasparov

Creating such processes goes beyond data science – psychology and design thinking are needed.



Experts need equations… 

http://economix.blogs.nytimes.com/2011/04/14/time-and-judgment/

http://economix.blogs.nytimes.com/2011/04/14/time-and-judgment/


… but equations can be biased too



“Freestyle decision-making” 



“Freestyle decision-making” 

“Optimal” should be conceived from the perspective of 

human and organizational needs, not what’s technically possible.



A false comparison

Models are a form of “artificial intelligence” that augment               
(but do not replace) human expertise.

Equations > experts

(Equations + experts) > experts

nn XXXY *...** 22110  



Algorithms are eyeglasses for the mind’s eye
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Algorithms are eyeglasses for the mind’s eye

Equations > experts

(Equations + experts) > experts

To achieve “freestyle underwriting”, we need models that:

• Reflect end-user needs (key HCD concept)

• End-users understand  (have a clear mental model of)

• End-users trust

• Incorporate end-users’ domain/institutional knowledge 

• Provide “why” indications along with scores

• Designed to be compatible with business rules, over-ride mechanisms

• Are part of an iterative “test and learn” process (not “one and done”)

This is different from the models with the highest lift/AUC!



The future of work is Freestyle x

The problems that we face with technology are fundamental… 
We need a calmer, more reliable, more humane approach.

We need augmentation, not automation.

– Don Norman

consistent de-biased informed meaningful

data + human judgment / empathy   decisions that are… 



Many jobs will continue to be lost to intelligent automation… 

But if you’re looking for a field that will be booming for many years, get into 

human-machine collaboration and process architecture and design.

– Garry Kasparov, Deep Thinking 

Copyright © 2017 Deloitte Development LLC. All rights reserved.

The future of work is Freestyle x



“Copies available in the lobby”
For more discussion see:

“The Last Mile Problem:  how data science and behavioral science can work 
together” 
Deloitte Review, January 2015
http://dupress.com/articles/behavioral-economics-predictive-analytics/

“The Importance of Misbehaving:  a conversation with Richard Thaler” Deloitte 
Review, January 2016
https://dupress.deloitte.com/dup-us-en/deloitte-review/issue-18/behavioral-economics-richard-thaler-

interview.html

“Cognitive collaboration:  why humans and computers think better together” 
Deloitte Review, January 2017
https://dupress.deloitte.com/dup-us-en/deloitte-review/issue-20/augmented-intelligence-human-
computer-collaboration.html

“Smarter together: Why artificial intelligence needs human-centered design” 
Deloitte Review, January 2018
https://www2.deloitte.com/insights/us/en/deloitte-review/issue-22/artificial-intelligence-human-centric-
design.html

http://dupress.com/articles/behavioral-economics-predictive-analytics/
https://dupress.deloitte.com/dup-us-en/deloitte-review/issue-18/behavioral-economics-richard-thaler-interview.html
https://dupress.deloitte.com/dup-us-en/deloitte-review/issue-20/augmented-intelligence-human-computer-collaboration.html
https://www2.deloitte.com/insights/us/en/deloitte-review/issue-22/artificial-intelligence-human-centric-design.html

